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Model Features Ft. size Ft. res. AP
(DNP)

ResNet50

Stage 1 256 180×320 16.9
Stage 2 512 90×160 20.8
Stage 3 1024 45×80 25.6
Stage 4 2048 22×40 21.2

ConvNeXt-T

Stage 1 96 180×320 17.0
Stage 2 192 90×160 17.2
Stage 3 384 45×80 32.5
Stage 4 768 22×40 27.9

MiT-B2

Stage 4 - Q 512 23×40 79.4
Stage 4 - K 512 23×40 76.0
Stage 4 - V 512 23×40 77.9
Stage 4 512 23×40 48.6

ViT-B

Layer 12 - Q 768 45×80 78.1
Layer 12 - K 768 45×80 85.4
Layer 12 - V 768 45×80 77.7
Layer 12 768 45×80 71.6

Table 1: Overview of the feature selection results, including
feature sizes and resolutions, as well as the performance of
DNP on each, in terms of AP on RoadAnomaly.

1. Ablation: Feature Selection for kNNs

Here we present the results of our approach on different
types of features, as summarized in the main paper.

In Table 1 we report feature size (number of channels),
resolution, and respective DNP performance for different
feature options within the four encoders (ResNet, Con-
vNeXt, MiT, ViT). Most importantly, the results confirm the
superiority of self-attention features (queries/keys/values)
for MiT and ViT.

2. DNP with Self-Supervised Representations

Although in this work we mostly apply DNP to feature
representation which have been trained for semantic seg-

RoadAnomaly
AP FPR95

DNP ViT-B iBOT 55.28 19.72
DNP ViT-B DINO 67.83 18.99

Table 2: DNP performance on RoadAnomaly using rep-
resentations from self-supervision approaches iBOT and
DINO. While the supervised features (trained for seman-
tic segmentation on Cityscapes) yield the best results, DNP
with DINO features outperforms the other architectures.

mentation in a supervised way, the approach could in prin-
ciple be applied to other types of representations. This is
because it relies on a set of in-distribution reference features
which carry information about the training data.

To explore the capabilities of our method in this direc-
tion, we combined it with feature extractors trained via self-
supervision, using the popular iBOT [7] and DINO [1] ap-
proaches, known to perform well on dense and local down-
stream tasks such as segmentation.

Table 2 shows the resulting DNP performances using pa-
rameters obtained from the respective iBOT and DINO offi-
cial repositories, compared to the supervised features which
we trained for semantic segmentation. Although the super-
vised representations obtain the best results, DINO features
perform well with an AP of 67.83, outperforming the CNN
architectures.

3. Additional Results

3.1. SegmentMeIfYouCan - Obstacle

Here we report our results on the Onstacle track of the
SegmentMeIfYouCan (SMIYC) benchmark, which consid-
ers obstacles on the road surface.

Table 3 shows the official leaderboard results on the
benchmark’s test set (undisclosed ground truth). Exclud-
ing outlier exposure, there are two methods that currently



Method OE AP FPR95

DaCUP [6] 81.50 1.13
NFlowJS 85.55 0.41
Maximized Entropy X 85.07 0.75
DenseHybrid X 87.08 0.24

cDNP-Segmenter-ViT-B 72.70 1.40

Table 3: Results on the SMIYC-Obstacle test benchmark.
OE marks the use of outlier exposure.
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Figure 1: DNP performance of ConvNeXt and ViT features
wit different numbers fo groups and heads respectively.

outperform cDNP. The first is NFlowJS, which uses syn-
thetic outliers from a generative model, and the second is
DaCUP [6], which is based on inpainting reconstruction
error. It should be noted that NFlowJS performs worse
than cDNP on SMIYC-Anomaly (oriented towards seman-
tic anomalies, reported in the main paper), and DaCUP is
specifically designed for road obstacle detection.

3.2. Feature Partitioning - Fishyscapes Lost&Found

In this section we extend the results of Section 5.2 of
the main paper. In Figure 1 we report the performance on
Fishyscapes Lost&Found-val of the modified ConvNeXt-T
and ViT-S backbones, with different numbers of convolu-
tional groups and transformer heads respectively. The mod-
els evaluated here are the same as those evaluated in the
main paper.

The average precision (AP) of DNP in both cases fol-
lows the same behavior as on RoadAnomaly, i.e. the same
optimal number of groups/heads and performance that de-
creases rapidly when fewer greoups/heads are used.

3.3. Feature Partitioning - Segmentation Perfor-
mance

In Table 4 we report the in-distribution segmentation per-
formance of the models involved in the feature partitioning
ablation (Section 5.2 of the main paper). The results show
that the two architectures (ConvNeXt and ViT) behave dif-
ferently in terms of mIoU, and confirm that there is no direct
relation between segmentation and OoD detection perfor-
mance.

It should also be noted that the segmentation and OoD

Groups/ ConvNeXt ViT
Heads mIoU AP mIoU AP

1 76 31 63 45
2 76 39 66 69
3 75 44 67 71
4 75 37 69 69
6 75 34 71 80

Table 4: Segmentation (mIoU) and OoD detection (AP) per-
formance for the models of the feature partitioning abla-
tion, on Cityscapes/RoadAnomaly. For ConvNeXt the seg-
mentation performance doesn’t change substantially, and is
inversely proportional to the number of groups. For ViT
the segmentation performance increases with the number of
heads.

detection performances are overall negative affected by the
ablation protocol, which involves discarding the pre-trained
weight initialization for the last stages.

3.4. Qualitative Results

Feature Partitioning Figure 2 shows a qualitative com-
parison between ViT with 1 head and 6 heads, respectively
the worst and best versions of the network in the ablation
study.

Image Ground truth cDNP ViT 1 head cDNP ViT 6 heads

Figure 2: Qualitative examples for the feature partitioning
ablation, showing results on RoadAnomaly examples, for
ViT-S with 1 and 6 heads. Anomalous pixels are shown in
red in the ground truth. The single head model struggles
both with false negatives and false positives, and assigns a
higher anomaly score to edges and backgrounds.

State-Of-The-Art In Figure 3 we show additional qual-
itative results for our approach, compared with recent ap-
proaches DenseHybrid and PEBAL. In general, compared
to cDNP, the other approaches suffer from more false nega-
tives and false positives respectively.

Lost&Found Figure 4 contains qualitative examples
of parametric, DNP, and cDNP scores on Fishyscapes



Image DenseHybrid PEBAL cDNP

Figure 3: Qualitative comparison between cDNP and most
recent state-of-the art methods DenseHybrid and PEBAL.
On the first three examples, cDNP is the only method that
correctly and entirely identifies the anomalous samples (air-
plane, sheep, and scooters): DenseHybrid misses many
parts of the objects, and PEBAL suffers from false posi-
tives. The forth example is challenging for all approaches:
PEBAL is the only approach to detect the helicopter en-
tirely, still producing false positives.

Lost&Found samples. As seen in other examples, the para-
metric (LogSumExp) scores suffer from frequent false pos-
itives, especially in correspondence of unusual terrain tex-
tures, which don’t affect the nearest-neighbor based scores.

4. Comparison of Parametric OoD Scoring
Functions

Here we compare the known parametric scoring func-
tions which are available in the literature for dense OoD
detection: maximum-softmax-probability [4] (MSP), pre-
diction entropy [3] (H), maximum-logit [3] (ML), and Log-
SumExp [2, 5] (LSE).

The results of the comparison, reported in Table 5, reveal
the superiority of maximum-logit and LogSumExp scores,
with the latter outperforming the former.

5. Alternative Distance Functions for kNNs
In this section we report the performance of kNNs/DNP

using other distance functions than the L2/Euclidean used
throughout the paper. In particular, we consider L1 distance
and cosine similarity. We choose the former since low-order
distance functions have been reported to mitigate the effects
of the curse of dimensionality, and the latter because the
transformer features we consider are part of the scaled-dot-
product attention mechanism.

The results, shown in Table 6 for Segmenter-ViT-B on
RoadAnomaly, reveal that L1 and L2 perform very simi-
larly, both significantly better than cosine similarity.

Model Scores Parametric cDNP
AP FPR95 AP FPR95

UperNet-ConvNexT-T MSP 23.53 66.05 29.54 45.52
UperNet-ConvNexT-T H 28.34 65.79 34.33 45.67
UperNet-ConvNexT-T ML 39.31 59.50 43.53 41.12
UperNet-ConvNexT-T LSE 40.04 59.43 44.02 40.83

Segmenter-ViT-S MSP 35.23 41.63 63.22 27.18
Segmenter-ViT-S H 45.10 40.26 70.44 25.76
Segmenter-ViT-S ML 51.58 35.16 78.25 20.59
Segmenter-ViT-S LSE 56.39 34.54 79.42 19.74

Table 5: Comparison results for different parametric scoring
functions on RoadAnomaly. We report the parametric per-
formance and the final combined one (cDNP). LogSumExp
(LSE) performs best, followed by maximum-logit (ML).

Dist./sim. AP FPR95

cosine 80.71 13.93
L1 85.29 8.32
L2 85.83 8.26

Table 6: Results for DNP on RoadAnomaly, using
Segmenter-ViT-B features and different distance/similarity
functions in the embedded space.

Model optimizer LR mIoU cDNP-AP
CS SH RA SH

UperNet-ResNet50 SGD 10−2 78 66 34 25
UperNet-ConvNeXt-T AdamW 10−4 81 72 47 27
SegFormer-MiT-B3 AdamW 10−4 72 69 78 37
Segmenter-ViT-S SGD 10−3 72 61 80 44
SETR-Naive-ViT-L1 SGD 10−2 80 - 86 -

Table 7: Overview of the optimization details – algo-
rithm and learning rate – and semantic segmentation (in-
distribution) performance for the considered architectures
in terms of mIoU on Cityscapes (CS) and StreetHazards
validation (SH). We also report the out-of-distribution de-
tection performance on RoadAnomaly (RA) and StreetHaz-
ards test (SH).

6. Training Details

For the experiments on Cityscapes we use a batch size
of 8 and randomly crop the input image and ground truth to
769×769 pixels. For StreetHazards we use a batch size of
4 and a crop size of 512.

The optimization algorithms and learning rates are the
same for both datasets, and are listed in Table 7, along
with the segmentation performance of each architecture on
the in-distribution validation sets. UperNet-ConvNeXt per-
forms best on semantic segmentation. While SegFormer-
MiT and Segmenter-ViT have inferior mIoUs, the other
transformer-based model (SETR) has a competitive seg-
mentation performance and a state-of-the-art OoD detection
performance with cDNP.



Image Ground truth Parametric DNP cDNP

Figure 4: Qualitative examples of our approach on Fishyscapes Lost&Found, showing the parametric (LogSumExp), DNP
and cDNP scores for the best model reported in Table 2c of the main paper. The ground truth shows the valid in and out
of distribution pixels in blue and orange respectively. DNP and cDNP exhibit fewer false positives than LogSumExp on all
examples, especially on unusual terrains (rows 3, 4, and 5). DNP/cDNP can also successfully identify the small obstacles in
the 5th row example. All methods fail on the example in the last row.
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