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Abstract

In this work, we improve the generative replay in a contin-
ual learning setting.We notice that in VAE-based generative
replay, the generated features are quite far from the origi-
nal ones when mapped to the latent space. Therefore, we
propose modifications that allow the model to learn and gen-
erate complex data. More specifically, we incorporate the
distillation in latent space between the current and previous
models to reduce feature drift. Additionally, a latent match-
ing for the reconstruction and original data is proposed to
improve generated features alignment. Further, based on the
observation that the reconstructions are better for preserving
knowledge, we add the cycling of generations through the
previously trained model to make them closer to the origi-
nal data. Our method outperforms other generative replay
methods in various scenarios.

1. Introduction

A popular setting for continual learning is Class Incremen-

tal Learning (CIL), where the goal is to train the classifier

on new classes in consequent incremental steps [8]. Typi-

cally, different types of regularizations are applied [6, 12],

however, without using any exemplars of the previous tasks,

the results are far away from being satisfactory. Hence, there

is an interest in generative models [1], which allow replay-

ing the synthetic data from previous tasks using a trained

generative model.

Generative replay models often have poor results on

datasets with more complex data or a greater number of

different classes [5]. This is mainly because modeling high-

dimensional images in incrementally trained generative mod-

els is very challenging, as from task to task the quality of gen-

erated data degrades. Therefore, some recent works [7] in-

corporated feature-based replay when the data is first passed

through the trained and frozen feature extractor, and only

then it is used for training the generator part. One significant

benefit of utilizing feature replay is that the distribution that

needs to be learned by the generative model is usually much

simpler and has lower dimensionality.

One of the recent works in the generative replay that uti-

lizes the feature replay is Brain-Inspired Replay (BIR) [11].

This work performed several modifications to make varia-

tional autoencoder able to learn and generate more complex

data, even in long sequences. Upon in-depth analysis, we

have observed, that there is still a significant difference be-

tween features from the real data and those produced by the

generator. We hypothesize that this may have a detrimental

effect on the quality of the data replay, and hence we add

two modifications to the model that mitigate the problem.

Overall, the main contributions of this work are threefold:

• We analyzed existing feature-generative replay meth-

ods for class-incremental learning and identified the

weaknesses of recent VAE-based approaches, such as

degraded generated samples and a mismatch in the dis-

tribution of current features and generated ones.

• We propose a new method for class-incremental learn-

ing with generative feature replay. Our method im-

proves the matching of latent representations between

reconstructed and original features through distillation,

and using cycling of generative replay to effectively

reduce the discrepancy between new and old samples

for classification.

• Through a series of experiments, we demonstrate that

our method significantly outperforms the baseline ap-

proach (BIR).

2. Method
2.1. Problem definition

In this work, we focus on image classification in a class-

incremental setting. The model is trained on the sequence

of tasks T1, T2, ..., Tn. The training data {X(t), Y (t)} is

drawn from the distribution D(t), where X(t) are the training

samples, Y (t) are the ground truth labels, and 1 ≤ t ≤ n
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Figure 1: Principal Component Analysis (PCA) plots were computed on original latent vectors and generated ones when doing

0, 10, and 20 cycles respectively. By looking at both the PCA plots and Fréchet distances we can observe the generated latents

are more aligned with the original ones when using an appropriate number of cycles.

is the current task id. In this context, the task means an

isolated training phase with access only to this task data

(cannot recall old data).

2.2. Baseline model

Our work is based on the Brain-Inspired Replay (BIR)

method [11]. The model contains two main parts: a pre-

trained feature extractor and a symmetrical VAE on top

of it. The VAE is used as a feature generator in BIR to

replay old knowledge. It consists of the encoder qφ and

the decoder pψ . The encoder maps the input x to stochastic

latent variables z, and the decoder maps these latent variables

back to reconstructed vector x̂. Usually, a VAE model is

trained by maximizing a variational lower bound on the

evidence (ELBO), which is analogous to minimizing the

following per-sample loss:

LG(x;φ, ψ) = Ez∼qφ(.|x)[− log pψ(x|z)]
+DKL(qφ(.|x)||p(.)) = Lrecon(x;φ, ψ)+Llatent(x;φ),

(1)

where qφ(.|x) = N (μ(x), σ(x)2I) and p(.) = N (0, I)
are the posterior and prior distributions over the latent vari-

ables respectively, and DKL is the Kullback-Leibler diver-

gence.

To generate samples of specific classes, the standard nor-

mal prior is substituted by the Gaussian mixture with a sepa-

rate distribution for each class.

For the current task, classification loss is given by:

LC(x, y; θ) = − log pθ(Y = y|x), (2)

where pθ is the conditional probability distribution defined

by the parameters of the model.

For the replay part in BIR, the knowledge distillation loss

is used instead of classification loss. Usually, knowledge

distillation [4] is incorporated in transferring the knowledge

from the teacher model to the student model. It is performed

by minimizing the loss where the target is the result of the

softmax function with temperature on the teacher model

logits. The distillation loss is calculated as follows:

LD(x, ỹ; θ) = −T 2
Nclasses∑

c=1

ỹc log p
T
θ (Y = x|x), (3)

where T is the softmax temperature.

2.3. Improved feature replay

In this section, we describe three improvements that we

propose to the base method that address particular problems

with VAE-based feature replay: (1) reconstruction misalign-

ment, (2) features drift in continual learning, (3) discrepancy

between generated features and ones coming from the origi-

nal data.

2.3.1 Latent matching for reconstructions and original
data

The first modification that we add is an additional loss term

for minimizing the difference between the latent vectors of

the original sample and its reconstruction. In order to do

that we pass the original sample x through the encoder and

obtain the latent vector for the original sample zo. Then

we pass this latent vector through the decoder to get the

reconstruction x̂. After that, we pass the reconstruction

through the encoder again and receive the latent vector zr.

We utilize the mean squared error (MSE) loss for measuring

the difference between two vectors:

Llatent match(zo;φ, ψ) = −1

2
(zr − zo)

2 (4)
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2.3.2 Latent distillation

The BIR method, as described above in Sec 2.2 has no mech-

anism for preventing feature drift. Hence, we add a latent dis-

tillation loss which is similar to the feature distillation [10]

however performed on the latent space level, similar as in [7].

During the training of task t, we use the previously trained

model consisting of encoder Et−1 and decoder Dt−1. We

use additional loss between the latent vector obtained by

passing the sample through the previous model encoder zt−1

and the latent vector produced by the current training model

encoder zt. The calculation of difference coincides with the

calculation of latent matching loss defined before but with

different inputs given:

Llatent distill(zt−1;φt−1,t, ψt−1,t) = −1

2
(zt − zt−1)

2 (5)

2.3.3 Cycling

Even with the proposed changes, we hypothesized that there

might be a large distance between generated latents and

original ones. Using the motivation from [2] we decided to

pass the generations during training several times through the

previous model, to make the generations closer to reconstruc-

tion. In the mentioned paper, authors use a similar approach

in a context of classifier cards that capture and reconstruct

knowledge from previous tasks better. In our case, we do

not use the memory buffer to save any data and generate the

features using the previous model. To verify our assump-

tion we measure the distance between original features and

generated ones we compute the Fréchet distance [3], which

measures the distance between two Gaussian distributions.

Figure 2 shows how the Fréchet distance is reduced between

generated latents and original ones as we use cycling. This

motivates us to incorporate it during training.

Figure 2: Fréchet distance between original and generated

latents as a function of a number of cycles. 0 stands for the

standard model (no cycling). As we increase the number of

cycles (up to some point) the generated latent vectors match

more closely those from original data.

In our improved version of the baseline VAE method

(BIR) we combine all of the described components into a

single training objective function for the class-incremental

learning session. It consists of two main parts namely Lcurrent

and Lreplay. Lcurrent is the loss that is calculated for the data

of the current task, and it is given by:

Lcurrent = LG + LC + Llatent match (6)

Lreplay is calculated for the generations as follows:

Lreplay = LG + LD + Llatent distill (7)

The final loss function is the combination of these two losses:

Ltotal = Lcurrent + Lreplay (8)

We use this loss to train the encoder, decoder, and clas-

sifier with current task data and data from the generative

feature replay, additionally aligned with cycling through

VAE. For the final loss, we start with a simple version with-

out using any additional tradeoffs (coefficients) to balance

each component.

3. Experimental setup
We utilize PyTorch as our framework [9]. We pretrain

ResNet-32 as the feature extractor on the first 50 classes of

the CIFAR-100 after randomly shuffling the data. For the

pretraining stage, we use strong data augmentations from

the PyCIL framework [13], which improves the performance

of generative replay methods. In incremental steps, when

we use an already pretrained feature extractor, we change

data augmentation to one introducing less distortions to the

inputs: images are firstly padded by 4 and then are randomly

cropped to have size 32×32. In addition, we use random

horizontal flips for augmentation.

4. Results and Analysis
We performed the experiments on CIFAR-100 with the

first task containing 50 classes. The rest 50 classes were

split equally into 5, 10, and 25 tasks. To evaluate the overall

performance we calculate average incremental accuracy over

all tasks. It is obtained by taking the average of accuracies

after each task.

The average incremental accuracies are shown in Table 1,

and the accuracies after each task for T = 5, 10, 25 are shown

in the form of plots in Figure 3. Our method outperforms the

regularization methods, and also the baseline BIR method.

BIR combine with the SI is better than the other methods

for six tasks, however, it falls behind if the number of tasks

is increasing. In our method, we change the regularization

methods from SI to distillation-based for latent alignment.

By that, we see systematic improvements in all scenarios.
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Figure 3: Comparison of average accuracies after each task for 6, 11, and 26 tasks with the first task containing 50 classes.

Table 1: The average incremental accuracies on CIFAR 100

with the first task containing 50 classes and the rest 50 classes

split into 5, 10, and 25 tasks equally.

CIL Method T=6 T=11 T=26
SI 35.46 26.42 15.42

EWC 32.66 23.56 13.37

LwF 51.38 43.31 22.56

BIR 54.22 51.93 45.59

BIR+SI 57.02 52.39 47.95

Finetune 32.46 23.3 13.33

Ours 59.78 57.2 53.62
Joint 64.7

4.1. Number of cycles

We perform the analysis of how the number of cycles

influences the average incremental accuracy for T = 6.

As Figure 4 shows the accuracy firstly drops but with an

increased number of cycles the performance improves by a

significant margin. The number of cycles should be treated

as a hyperparameter and tuned for different datasets and split

scenarios.

Figure 4: Average incremental accuracy of the model de-

pending on number of cycles for T=6.

Table 2: Ablation study of our method for CIL setting with

T=6 and CIFAR-100. Avg. inc. accuracy is reported for

ResNet32.

Approach Latent match Latent 10 cycles Acc.(%)

distillation

baseline method - BIR 54.22

w/ latent match � 56.21

w/ latent distillation � � 58.46

w/ 10 cycles � � � 59.78

4.2. Ablation study

We perform an ablation study of our method. By start-

ing from the baseline model (BIR), we add one by one the

modifications that we propose. The results of the ablations

study are presented in Table 2. As can be seen, all the ele-

ments of our method contribute significantly to the overall

performance, where in total we reach 5.56% of average in-

cremental accuracy in comparison to BIR.

5. Conclusions and Future Work
In this work, we propose a set of improvements for gener-

ative replay in class incremental learning. We observe that

the currently used approach for feature-level replay suffers

from the mismatch of latent vectors between original and

regenerated samples. Based on that we add a loss function

that aligns the latent vectors together. On top of that, we have

proposed a cycling procedure, which passes the generated

features through the model several times, before being used

in the training. Through, the ablation study we have shown

the improvements coming from each of the introduced com-

ponents.

For future work, we aim to scale the proposed solution

to more challenging datasets, such as ImageNet, and longer

sequences of more diversified tasks. Another interesting

direction is to prepare VAE-based feature replay models for

task-free scenarios in CIL.
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