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1. Additional Results
1.1. Degradation of early task

We show additional qualitative results on the degradation of earlier views under the continual learning setting for each
method in Supp. Fig. 2. Naive methods such as NeRF-Incre and EWC suffer from catastrophic forgetting. Although the
early view is reconstructed well when the current view is part of the training views of the current task, reconstruction quality
quickly degrades as the training task moves to other regions of the 3D scene. Our method and MEIL-NeRF [1] maintains
relatively high quality throughout all stages of training.
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Figure 1. Reconstructed view of earlier task during different stages of training. Quantitative results shown in Figure 6 are obtained from
evaluating PSNR of the right-most column.



1.2. Ablation on # of tasks

We perform an ablation over the number of tasks used for the continual learning setting, showing results in Table 1. As the
number of tasks increases, the continual learning setting becomes more challenging, causing performance of our method to
drop minimally as number of tasks increases. Naive method of NeRF-Incre performs poorly in the continual learning setting
even for lower number of tasks.

# of Tasks
Method 2 5 10 20

NeRF-Incre 12.30 16.40 13.70 13.43
Ours 24.29 24.27 24.13 23.87

Table 1. Ablation on # of tasks in continual learning setting. Results obtained from 0101 scene of the ScanNet dataset [2].

1.3. Reconstruction quality for individual tasks

Table 2 shows reconstruction PSNR for scene ScanNet-0101 for every single task after training has concluded. As ex-
pected, non-replay baselines (NeRF-Incre, iNGP-Incre, EWC) suffer from catastrophic forgetting, where earlier tasks are
reconstructed poorly, but having high reconstruction PSNR for the final task. Replay based methods such as MEIL-NeRF and
ours maintain high PSNR across all tasks, with our method achieving better performance across all tasks.

Method Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 Task 8 Task 9 Task 10

NeRF-Incre 13.92 13.17 11.01 10.94 12.04 13.84 15.96 18.73 17.43 25.01
iNGP-Incre 14.86 15.02 12.89 15.15 16.50 18.21 18.40 21.07 18.68 25.37

EWC 13.79 14.07 12.66 14.66 16.50 18.09 18.46 20.64 17.98 25.34
MEIL-NeRF 23.84 24.29 22.95 22.85 24.10 24.72 25.47 26.31 25.57 24.68

Ours 24.19 26.33 24.74 24.32 26.12 26.08 26.78 27.15 25.96 24.92

Table 2. Reconstruction PSNR of individual tasks after completion of training over all tasks in the continual learning setting.

2. Code and Implementation Details.
We implement our method as a modular component of the Nerfstudio pipeline [4]. Our code includes custom data parsers

for processing datasets to be suited for the continual learning setting described in the paper. All code and custom data formats
will be made available upon acceptance of the paper.

Figure 2. Nerfstudio interface for continual learning of NeRFs. Current view shows training for an initial task from the Waymo open dataset
[3].
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