Appendix A:

Table 5: Network architectures, in which we replace Conv with LinearConv in our experiments. [.]* represents k repetitions
of blocks having shortcut connections, and C' stands for the number of groups in group convolutions. Each Conv layer is
represented as h; X wy, f;. Output is the spatial dimension of feature maps H; x W;.
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