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1. Parameter Settings for All Experiments
1.1. Experiments on KDDCup, MNIST, CIFAR-10

and CatVsDog

Table S1 reports the parameter settings for each experi-
ment.

1.2. Comparison with DAGMM on selected videos
from UCF-Crime Dataset

We randomly selected 12 videos from UCF-Crime for
comparison with DAGMM. Videos with less than 65 seg-
ments or with anomaly ratio higher than 0.35 are not taken
into consideration. The parameter settings for this experi-
ment are reported in Table S2. For video with small number
of segments, the value of p is set to be larger because anoma-
lous samples take larger proportion given the small number
of total segments.

Table S3 shows the results of the 12 randomly selected
videos from UCF-Crime dataset that were compared against
DAGMM. Each video is run 5 times. Average and standard
deviation of the AUROC scores are reported.

1.3. Experiments on UCF-Crime Dataset

Table S4 details the parameter settings for the experiments
on all 13 crime categories of the UCF-Crime dataset.

Note: “Relu” is adopted as the activation function except
for KDDCup, where tanh is used instead.

2. Parameter settings of distribution clustering
Please refer to the original work on distribution clustering

for more information on parameters. Table S5 reports the
parameters used for distribution clustering.

3. Sample CatVsDog data
Figure S1 and S2 show some of the challenging examples

of dogs and cats images from ASIRRA dataset.

Figure S1: example dog images from ASIRRA.

Figure S2: example cat images from ASIRRA.



Table S1: Parameter settings for experiment results reported in Table 4 of the main paper

Dataset Encoder layers # Epoch Mini-batch size learning rate p (%) r

KDDCup [60, 30, 10] 200 1024 0.001 20 10
MNIST [1028, 512, 128, 60, 10] 500 1024 0.0005 20 5
MNIST (raw pixel) [512, 256, 128, 60, 10] 300 128 0.001 10 10
CIFAR-10 [1028, 512, 128, 60, 10] 500 1024 0.001 10 5
CatVsDog [1028, 512, 128, 60, 30] 500 500 0.001 25 5

Table S2: Parameter settings for experiment results reported in Table 6 of the main paper

Dataset Encoder layers # Epoch Mini-batch size learning rate p (%) r

Arson010 [1028, 512, 128, 60, 10] 200 128 0.0001 10 10
Arson022 [1028, 512, 128, 60, 10] 200 128 0.0001 5 20
Arson035 [1028, 512, 128, 60, 10] 200 64 0.0001 25 40
Arrest001 [1028, 512, 128, 60, 10] 200 128 0.0001 10 10
Arrest007 [1028, 512, 128, 60, 10] 250 128 0.0001 20 20
Burglary005 [1028, 512, 128, 60, 10] 200 200 0.0001 15 10
Burglary017 [1028, 512, 128, 60, 10] 200 64 0.0001 30 5
Burglary018 [1028, 512, 128, 60, 10] 200 32 0.0001 30 5
Burglary079 [1028, 512, 128, 60, 10] 200 128 0.0001 20 20
Fighting018 [1028, 512, 128, 60, 10] 200 64 0.0001 20 10
Fighting033 [1028, 512, 128, 60, 10] 200 32 0.0001 30 10
Fighting042 [1028, 512, 128, 60, 10] 200 64 0.0001 35 10

Table S3: Detailed AUROC for the 12 randomly selected videos from UCF-Crime dataset

Video Crime scene # Segment Anomaly Ratio AUROC (%) Average AUROC (%)

Arson010 Arson 197 0.11 72.5± 1.4
67.8Arson022 Arson 540 0.06 72.0± 2.2

Arson035 Arson 89 0.21 60.0± 5.6

Arrest001 Arrest 148 0.13 75.0± 1.1 70.6Arrest007 Arrest 196 0.23 66.1± 2.8

Burglary005 Burglary 483 0.21 83.0± 1.4

79.2Burglary017 Burglary 132 0.21 70.0± 1.0
Burglary018 Burglary 70 0.3 85.2± 1.4
Burglary079 Burglary 928 0.20 78.7± 1.2

Fighting018 Fighting 86 0.25 81.0± 0.4
77.1Fighting033 Fighting 69 0.25 86.9± 5.2

Fighting042 Fighting 139 0.28 63.4± 2.4



Table S4: Parameter settings for experiment results reported in Table 5 of the main paper.

Dataset Encoder layers # Epoch Mini-batch size learning rate p (%) r

Abuse [1028, 512, 128, 60, 10] 100 128 0.0001 25 10
Arrest [1028, 512, 128, 60, 10] 100 16 0.0001 5 20
Arson [1028, 512, 128, 60, 10] 100 64 0.0001 35 20
Assault [1028, 512, 128, 60, 10] 100 32 0.0001 30 15
Burglary [1028, 512, 128, 60, 10] 100 32 0.0001 30 20
Explosion [1028, 512, 128, 60, 10] 100 128 0.0001 25 5
Fighting [1028, 512, 128, 60, 10] 100 128 0.0001 25 5
Road Accident [1028, 512, 128, 60, 10] 100 128 0.0001 20 30
Robbery [1028, 512, 128, 60, 10] 100 64 0.0001 20 30
Shooting [1028, 512, 128, 60, 10] 100 128 0.0001 10 10
Shoplifting [1028, 512, 128, 60, 10] 100 128 0.0001 25 10
Stealing [1028, 512, 128, 60, 10] 100 32 0.0001 25 15
Vandalism [1028, 512, 128, 60, 10] 100 32 0.0001 25 15

Table S5: Parameters used for distribution clustering

Dataset thres min clus max dist

MNIST 0.1 7 1.4
CIFAR-10 0.06 5 1.4
CatVsDog 0.06 5 1.4
UCF-Crime 0.05 4 1.5


