Supplementary Material

Kyle Min Jason J. Corso
University of Michigan
Ann Arbor, MI 48109

{kylemin, jjcorso}@umich.edu

A. Clarification of the architecture

The input-output sizes of our proposed architecture are summarized in Table[I] As mentioned in the paper, we use the same
convolutional blocks of the I3D (Mixed_5b-c) and add three convolutional layers (kernel size=[(1,3,3), (1,3,3), (1,1,1)],
stride=[(1,1,1), (1,1,1), (1,1,1)]) on top of it to model the gaze distribution g4(z|x). The details of each convolutional block
are described in the original I3D paper [[1].

Input size
3(2) x 24 x 224 x 224
64 x 12 x 112 x 112

Output size
64 x 12 x 112 x 112
64 x 12 x 56 x 56

po(y]x, 2) q4(2|x)
7 X7 x7,64,stride (2, 2, 2)

1 x 3 x 3, stride (1, 2, 2)

Type

Convolution

MaxPooling (2a)

Convolution 1x1x1,64,stride (1,1, 1) - 64 x 12 x 56 x 56 64 x 12 x 56 x 56
Convolution 3 x 3 x 3,192, stride (1, 1, 1) - 64 x 12 x 56 x 56 192 x 12 x 56 x 56
MaxPooling (3a) 1 x 3 x 3, stride (1, 2, 2) - 192 x 12 x 56 x 56 192 x 12 x 28 x 28
Inception Mixed_3b, 256, stride (1, 1, 1) - 192 x 12 x 28 x 28 256 x 12 x 28 x 28
Inception Mixed_3c, 480, stride (1, 1, 1) - 256 x 12 x 28 x 28 480 x 12 x 28 x 28

MaxPooling (4a) 3 % 3 x 3, stride (2, 2, 2) 480 x 12 x 28 x 28 480 x 6 x 14 x 14

Inception Mixed_4b, 512, stride (1, 1, 1) - 480 x 6 x 14 x 14 512 x6 x 14 x 14
Inception Mixed_4c, 512, stride (1, 1, 1) - 512 x 6 x 14 x 14 512 x 6 x 14 x 14
Inception Mixed_4d, 512, stride (1, 1, 1) B 512 x6 x 14 x 14 512 x6 x 14 x 14

Inception Mixed_4f, 832, stride (1, 1, 1) - 528 x 6 x 14 x 14 832 x 6 x 14 x 14
MaxPooling (5a) 2 X 2 x 2, stride (2, 2, 2) - 832 x 6 x 14 x 14 832x3xT7TxT7
Inception Mixed_5b, 832, stride (1, 1, 1) Mixed_5b’, 832, stride (1, 1, 1) 832 x3xTxT7 832 x3xTxT7
Inception Mixed_5c, 1024, stride (1, 1, 1) Mixed-5c’, 1024, stride (1, 1, 1) 832 x3xTxT 1024 x 3 x 7Tx 7
Convolution - 1 x 3 x 3, 256, stride (1, 1, 1) 1024 x 3 x 7T x 7 256 x 3 x Tx 7
Convolution - 1 x 3 x 3,64, stride (1, 1, 1) 256 x 3 X 7T x 7T 64x3xTxT
Convolution - 1x1x1,1,stride (1, 1, 1) 64x3xT7TxT I1x3xT7TxT7
Activation - Sigmoid function 1x3x7x7 1x3x7x7
Fully-connected - 37T, 3ET*T 1x3x7Tx7 1x3x7Tx7

1024 x 3 x 7x 7
1024 x 1 x1x1

1024 x 1 x 1 x 1
#Classes x 1 x 1 x 1

3 X 7 x 7,stride (1, 1, 1)
1024, #Classes
(24.7M, 80.2G)

Avg-pooling

Fully-connected

(#Params, FLOPs) (7.2M, 1.1G)

| | | |
\ \ \ \
\ \ \ \
\ \ \ \
| | | |
\ \ \ \
\ \ \ \
\ \ \ \
| | | |
\ \ \ \
\ \ \ \
\ \ \ \
Inception | Mixed_de,528,stride(1,1,1) | - | 512x6x14x14 | 528x6x14x14
\ \ \ \
\ \ \ \
\ \ \ \
| | | |
\ \ \ \
\ \ \ \
\ \ \ \
| | | |
\ \ \ \
\ \ \ \
| | | |
| | | |

Table 1: Detailed input-output sizes of our proposed network architecture. The input of the first convolutional layer has 3
channels for the RGB stream and 2 for the optical flow stream. Batch normalization [2] and ReLU [4] follow after each
convolutional layer except the last one. The number of activity classes is 106 for the EGTEA dataset [3].
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