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1. Exemplar Human Skeleton
We follow the same pose annotation format as MPII

dataset[1] to collect the G-ExPose. As depicted in Fig.1,
this structure considers 16 joints and 15 bones for the hu-
man body.

2. Further Implementation Details
Here we provide more details about the experimental set-

tings and architecture of our model. As mentioned in the
main manuscript, we make use of the I3D model[3] as the
appearance features extractor backbone for the short-term
action assessment. Let’s consider the input video to the I3D
model as a T×H×W×3 matrix. The mixed-5c layer of
the I3D network outputs a T

8×7×7×1024 to be fed into
the ADA stream. To make the both ADA and JCA streams
output features with the same timesteps, the JCA stream is
followed by a temporal max pooling with the stride and ker-
nel size of 8. Besides, an average pooling at the end of
JCA stream reduces the spatial size of the pose features out-
put to have the same spatial dimension as the ADA stream
output. To stabilize the learning process and capture the
complex structure of the data, a BatchNorm-ReLU layer
is embedded between two successive ADA (JCA) blocks.
For assessing long-term actions we utilize the fc6 layer of
C3D network[6] to get the appearance features of the per-
formance. Since the spatial size of the extracted features is
1, the spatial attention block is removed.

During the training, the backbone networks are frozen.
We first train the EAGLE-Eye network on diving samples
of AQA-7 dataset. For assessing other short-term sports
except skiing, we fine-tune the diving pretrained model on
each of the sports separately. The skiing assessor network
jump-starts from the model that is fine-tuned on snowboard-
ing samples. In order to assess the long-term figure-skating
videos, we first pretrain the EAGLE-Eye on the task of clas-
sifying the sports from each other. To this end, we first re-
peat each short-term sports video (103 frames) to fit 5824
frames of figure-skating samples. We then train the net-
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Figure 1: The human skeleton structure in G-ExPose

work to classify each sport from the other. Finally, we use
the resulted trained weights to fine-tune the EAGLE-Eye for
assessing the figure-skating videos.

3. Qualitative Results

In the end, we present some qualitative results for as-
sessing the quality of both short and long-term activities as
well as their estimated pose sequence. It should be noted
that in the short-term actions the pose estimator is trained
on our G-ExPose while for figure-skating it is trained on
the COCO+Foot dataset [2]. Fig.2 depicts the qualitative
results for five different short-term sports; diving, synchro-
nized diving (3m), gym vault, snowboarding, and skiing.
The qualitative results of long-term figure-skating assess-
ment are depicted in Fig.3.



(a) Diving- Ground-truth score: 102.6, Predicted score: 96.91

(b) Sync.3 Diving- Ground-truth score: 69.75, Predicted score: 72.36

(c) Gymnastic Vault- Ground-truth score: 15.7, Predicted score: 15.81

(d) Big air snowboarding- Ground-truth score: 26, Predicted score: 23.19

(e) Big air skiing- Ground-truth score: 47, Predicted score: 44.20

Figure 2: Some qualitative results on short-term actions of AQA-7 dataset[4]



Figure 3: The qualitative results of long-term figure-skating sport (MIT-Skate dataset [5])- Ground-truth score: 49.74, Pre-
dicted score: 47.18
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