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1. Middlebury Benchmark
A screenshot of the interpolation error category from the

Middlebury benchmark for optical flow [1] is shown Figure 1,
where our SepConv++ currently ranks second among all
published methods. Please note that DCM is an unpublished
paper that, as per the title, distills a cheating model.

2. Structural Similarity
We focus on PSNR in our main paper since SSIM [4] is

subject to unexpected and unintuitive results [3]. However,
we provide relevant results with SSIM instead of PSNR in Ta-
bles 1–3. These results support our claims and are generally
aligned with PSNR in terms of relative improvements.
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Figure 1: Screenshot of our IE-ranking in the Middlebury benchmark (taken on the 25th of September, currently private).
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original SepConv prorietary 0.959 − 0.956 − 0.947 − 0.959 − 0.929 −
reimplementation Vimeo-90k 0.958 − 0.953 − 0.949 − 0.959 − 0.925 −
+ delayed padding — ” — 0.959 + 0.001 0.956 + 0.003 0.950 + 0.001 0.960 + 0.001 0.926 + 0.001

+ input normalization — ” — 0.962 + 0.003 0.957 + 0.001 0.950 + 0.000 0.955 - 0.005 0.925 - 0.001

+ improved network — ” — 0.963 + 0.001 0.957 + 0.000 0.950 + 0.000 0.962 + 0.007 0.930 + 0.005

+ normalized kernels — ” — 0.967 + 0.004 0.960 + 0.003 0.950 + 0.000 0.963 + 0.001 0.932 + 0.002

+ contextual training — ” — 0.968 + 0.001 0.961 + 0.001 0.950 + 0.000 0.964 + 0.001 0.933 + 0.001

+ self-ensembling — ” — 0.969 + 0.001 0.962 + 0.001 0.951 + 0.001 0.964 + 0.000 0.934 + 0.001

Table 1: Ablation experiments to quantitatively analyze the effects of our proposed techniques. In short, they each positively
affect the interpolation quality across different dataset as long as the inter-frame motion does not exceed the kernel size.
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SepConv - L1 prorietary 0.959 − 0.956 − 0.947 − 0.959 − 0.929 −
Ours - LCtx Vimeo-90k 0.968 + 0.009 0.961 + 0.005 0.950 + 0.003 0.964 + 0.005 0.933 + 0.004

Ours - LCtx - 8× — ” — 0.969 + 0.001 0.962 + 0.001 0.951 + 0.001 0.964 + 0.000 0.934 + 0.001

Table 2: Quantitative comparison with SepConv. We list two separate results of our proposed approach, one without and one
with self-ensembling. The self-ensembling is denoted by 8× as it represents a combination of eight independent estimates.
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SepConv - L1 ICCV 2017 0.959 8th of 10 0.956 9th of 10 0.947 10th of 10 0.959 10th of 10 0.929 7th of 10
CtxSyn - LLap CVPR 2018 0.964 7th of 10 0.961 5th of 10 0.949 9th of 10 0.963 5th of 10 0.936 3rd of 10
DAIN CVPR 2019 0.965 5th of 10 0.964 2ndof 10 0.950 3rd of 10 0.965 2ndof 10 0.939 2ndof 10
CAIN AAAI 2020 0.951 10th of 10 0.959 8th of 10 0.950 3rd of 10 0.961 8th of 10 0.936 3rd of 10
EDSC - LC arXiv 2020 0.967 4th of 10 0.961 5th of 10 0.950 3rd of 10 0.963 5th of 10 OOM OOM
AdaCoF CVPR 2020 0.959 8th of 10 0.956 9th of 10 0.950 3rd of 10 0.960 9th of 10 0.927 8th of 10
SoftSplat - LLap CVPR 2020 0.971 1st of 10 0.970 1st of 10 0.952 1st of 10 0.969 1st of 10 0.944 1st of 10
BMBC ECCV 2020 0.965 5th of 10 0.964 2ndof 10 0.950 3rd of 10 0.963 5th of 10 OOM OOM
Ours - LCtx N/A 0.968 3rd of 10 0.961 5th of 10 0.950 3rd of 10 0.964 3rd of 10 0.933 6th of 10
Ours - LCtx - 8× — ” — 0.969 2ndof 10 0.962 4th of 10 0.951 2ndof 10 0.964 3rd of 10 0.934 5th of 10

Table 3: Quantitative comparison with recent approaches for video frame interpolation. In addition to highlighting the best
result by underlining it, we emphasize the second-best result via a dotted underline. Note that some methods were unable to
run on 2K footage due to exceeding the 16 gigabytes of memory available on our graphics card (denoted as “OOM”).


