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Abstract

We propose a simple, yet powerful approach for unsu-
pervised object segmentation in videos. We introduce an
objective function whose minimum represents the mask of
the main salient object over the input sequence. It only re-
lies on independent image features and optical flows, which
can be obtained using off-the-shelf self-supervised methods.
It scales with the length of the sequence with no need for
superpixels or sparsification, and it generalizes to different
datasets without any specific training. This objective func-
tion can actually be derived from a form of spectral cluster-
ing applied to the entire video. Our method achieves on-par
performance with the state of the art on standard bench-
marks (DAVIS2016, SegTrack-v2, FBMS59), while being
conceptually and practically much simpler.

1. Introduction
While the two research communities working on unsu-

pervised video object segmentation [46, 1, 86, 45] and on
object discovery [71, 82, 37, 62] often remain separated,
they share the goal of segmenting objects in visual data
without depending on manual labels for these objects. This
ability is essential to autonomous systems for evolving and
interacting in open world. It is also a fundamental problem
for Computer Vision as humans have the ability to learn
about new objects without guidance.

Object appearance and motion are important cues to
achieve this task. However, many challenges remain: Ob-
jects can share similar appearance with the background,
their visual appearance may not be uniform, and different
parts can move in different directions. As a result, many
methods still rely on some sort of supervision, at least for
learning to extract visual features.

We present here a simple approach to unsupervised video
object segmentation. It leverages recent progress on un-
supervised learning in a simple but powerful, novel opti-
mization scheme over the objects’ masks. We start from

(a) (b) (c)
Figure 1: (a) Segmentation obtained by our spectral cluster-
ing formulation on the self-supervised image features from
DINO [7] in a single frame. (b) Segmentation obtained
using the same self-supervised image features and optical
flow from ARFlow [42], but still from a single frame. (c)
Final segmentation obtained with our complete method, af-
ter optimization on the full frame sequence, using the same
features and optical flow estimated by ARFlow.

self-supervised features such as DINO [7], MoCo-v3 [11],
SWAV [6] or Barlow Twins [89] as the appearance cue,
and the optical flow from methods such as RAFT [68] or
ARFlow [42]. DINO, MoCo-v3, SWAV, Barlow Twins and
ARFlow methods are “self-supervised” or “unsupervised”,
in the sense that they do not use any manual annotations,
making our method also entirely unsupervised.1

Used alone, the DINO features can already provide a sur-
prisingly good segmentation of the objects, but still below
the state of the art, in particular for videos. Yet, with our
optimization scheme, we can reach a performance that is on
par or even better than much more sophisticated methods.

Our optimization starts from an initial estimate for the
object’s mask in each frame of the input sequence. It then
optimizes the masks over the whole video sequence. We
show that our optimization function can be derived from
spectral clustering over the video sequence. Yet, spectral
clustering is difficult to make tractable for long sequences as
it requires computing one of the eigenvectors of a huge ma-
trix [60, 48]. To obtain a tractable problem, previous meth-
ods based on spectral clustering rely on superpixels [23]
or graph sparsification [35]. However, superpixels may in-

1The terminology is still fluctuating, as the DINO method is called
“self-supervised” in the original paper, while ARFlow is called “unsuper-
vised”. Throughout the paper, we will use self-supervised and unsuper-
vised in the sense of “not using manual annotations”.

5892



(a) (b) (c)

Figure 2: Generalization to new datasets. Relying on
spectral clustering rather than learning generalizes better
to new datasets. (a) The learned method of [82] performs
poorly on a new sequence. (b) Spectral clustering on the
same optical flow performs significantly better, even with-
out optimization. (c) Result of our complete method.

troduce artefacts at object boundaries, and both superpix-
els and sparsification require careful parameter tuning. Be-
sides, even using fast methods to extract relevant eigenvec-
tors, such as Power Iteration Clustering (PIC) [40], the com-
plexity of these formulations is a priori quadratic in the
length of the sequence (depending however on sparsity).
In contrast, our method only needs eigenvectors computed
for each frame independently, based on image features and
optical flow for the frame, thus essentially scaling linearly
with the number of frames. In short, our approach yields a
tractable approximation of spectral clustering over the en-
tire sequence. Concretely, on videos from the DAVIS2016
dataset [55], our method is on average ∼170× faster than
our full spectral clustering counterpart, i.e., TokenCut [77].

Importantly, for practical applications, our method can
be applied to different datasets without retraining. This is in
contrast with learning-based segmentation approaches. As
illustrated in Fig. 2, they do not generalize well to new data.

To summarize, our contribution is the derivation of a
novel objective function from spectral clustering, which
results in a simple and efficient optimization method for
object discovery and segmentation in videos. Moreover,
our method is arguably the first that relies purely on self-
supervised features, without the need of any manual an-
notation. Still, it outperforms previous methods on several
standard challenging datasets, including some methods that
only rely on supervised training. Last, it can directly be ap-
plied to different datasets, without any training or tuning.

2. Related Work
We discuss here works on object discovery and unsuper-

vised video object segmentation, as both are closely related
to our work. We also discuss works on unsupervised feature
learning, which we rely on for image feature extraction.

2.1. Object Discovery

Object discovery aims to localize the objects in images or
videos. Some works rely on a collection of images contain-
ing objects of the same class and localize these objects using

clustering [20], image matching [58, 13], topic discovery
[59, 63] or optimization for selecting region proposals [71].
One limitation of these works is that such a collection could
be difficult to obtain, and its quality would heavily impact
performance. Du et al. [18] proposes to discover and seg-
ment objects from unseen classes based on instance masks
predicted by models trained only on seen classes, while our
method does not need any supervision.

Recently, some works [44, 5, 24] adopt a bottom-up ap-
proach and segment the object in the images by exploiting
the similarity among pixel colors or patch features. These
works have only demonstrated their performance on syn-
thetic images and can be easily affected by image texture
or colors. In contrast, our approach aims to discover objects
using unlabeled in-the-wild videos without any supervision.

[82, 37] and [26] can also be considered as object dis-
covery methods, as their goal is to segment the primary
objects given some video sequences. [82, 37] propose to
use an attention-based network to compute the trajectory
embeddings from optical flow only. One major limitation
of [82, 37] is that optical flow is not sufficient to segment
static objects. Besides, even though [82, 37] do not require
any labeled data, they still have to train their network with
different strategies on different datasets, which makes it dif-
ficult to generalize, as show in Figure 2. As we will show
in Section 4, our method does not need any training and can
achieve good results on all the benchmarks.

IKE [26] proposes an iterative refinement approach: In
the first stage, the videos are first fed into a graph mod-
ule for mask initialization. Then, in the second stage, the
initialized masks are used to train a segmentation network,
whose predictions are used as initialization for the graph
module in the first stage. In the first stage, optical flow is
used to generate long-term space-time trajectories. Optical
flow can be very noisy and thus it may be difficult to ob-
tain long trajectories reliably in general. We will show in
the Experiments section that our method can achieve bet-
ter results compared to [26] while at the same time being
simple. Some methods [82, 37, 85] are also presented as
self-supervised or unsupervised while they actually rely on
supervised optical flow methods such as RAFT [68]. In
comparison, our method is able to achieve state-of-the-art
performance while only using self-supervised optical flow
learned from videos.

2.2. Unsupervised Video Object Segmentation

Given a video sequence, Unsupervised Video Object
Segmentation (UVOS) aims to consistently segment and
track the most salient objects in the video without any hu-
man intervention. The approaches for UVOS can be divided
into two categories depending on whether they need labeled
data or not. Methods such as [46, 86, 45, 1, 76, 52, 39, 72,
47, 54, 74, 65] use either labeled images or labeled videos

5893



to train their networks for video segmentation. In addition,
some works [91, 80, 84, 57, 90, 83, 33, 70, 12, 61, 32, 70]
also exploit low-level cues such as object boundaries to
get better mask predictions. One main limitation of these
methods is that they rely heavily on their large-scale well-
annotated training data, which can be hard to get in practice.
In contrast, our proposed method is entirely self-supervised
and does not need any labeled data.

There are also several works [21, 14, 53, 2, 4, 56, 34, 50,
64, 85, 75, 82, 87] that can segment the primary objects in
the video without any labeled data. One major limitation of
all these works is that they all consider that the pixels on
the objects in the video share similar motion patterns, thus,
their methods can fail when the objects are static or move
with the same speed as the background, while our proposed
method combines the appearance cues and the motion cues
and can largely alleviate this issue.

Currently, DyStaB [84] is the best performing unsuper-
vised method for video object segmentation. The method
consists of three parts: A static model and a dynamic
model (both based on DeepLab backend [8]), together with
an inpainter network based on [85]. The three networks are
jointly trained via an adversarial loss in an iterative fashion
to obtain final segmentation results and and significant post-
processing via CRF is utilized. In comparison, our approach
does not require training—besides for the image features
and optical flow that can be obtained out-of-the-shelf—
while an adversarial loss can be difficult to train. More im-
portantly, our approach is much simpler, while achieving a
similar performance to DyStaB.

2.3. Self-Supervised Learning

Recent self-supervised approaches [79, 9, 17, 27, 10, 25,
7] propose to train a feature extraction network using an
instance classification pipeline, which treats each image as
a single class and trains the network to distinguish images
cropped from a large image collection without any manual
annotation. In particular, DINO [7] introduced an approach
which makes a network trained in a self-supervised manner
learn class-specific features.

Motivated by this ability, discovering objects in im-
ages using self-supervised features recently gained atten-
tion [77, 49, 62]. LOST [62] utilizes self-supervised fea-
tures within a seed selection and expansion strategy and
localizes the main object given an image. Closely re-
lated to LOST, TokenCut [77] and Deep Spectral Meth-
ods (DSM) [49] propose graph-based methods that use self-
supervised transformer features to discover and segment
salient objects. TokenCut [77] builds a graph where visual
tokens are nodes and similarity scores between tokens are
edges of a weighted graph. They formulate the segmen-
tation problem as a normalized graph cut and solve it us-
ing spectral clustering with eigendecomposition. Similar to

TokenCut [77], inspired from traditional spectral segmen-
tation methods, DSM [49] first constructs a Laplacian ma-
trix which is a combination of color information and self-
supervised transformer features. Next, the image is decom-
posed using the eigenvectors of the Laplacian matrix.

Our method is similar to these methods as we also aim to
detect and segment salient objects based on a graph formu-
lation. There are two key differences: (i) We aim to discov-
ery objects in videos rather than still frames and in order to
ensure the temporal consistency, we extend the affinity ma-
trix with optical flow to establish inter-frame connectivity;
(ii) We introduce a novel method for optimizing on the en-
tire video efficiently. Moreover, we show that using power
iteration clustering [40] instead of full eigenvector decom-
position for spectral clustering as we do results in signifi-
cantly faster run time (0.1s/frame vs. 17s/frame).

3. Method
3.1. Method Overview

We consider a sequence of N video frames of size
H ×W , where H and W are the number of rows and
columns of a frame. The segmentation of the main salient
object, in each frame p, is modeled as a soft, vectorized im-
age mask xp ∈RHW+ . The actual image mask at frame p is
recovered by splitting the pixels into two clusters based on
xp, separating the object of interest from the background.

We assume that we are given a rough mask estimate x̂p in
each frame p, as well as functions wqp(xp) warping a mask
xp in frame p to frame q using the optical flow from p to q.
Then, the objective function we minimize is:

L({xp}p) =
∑
p λ CE(x̂p,xp) +

CE(xp+1, w
p+1
p (xp)) + CE(xp, w

p
p+1(xp+1)) ,

(1)

where CE(·) denotes the cross-entropy.
Intuitively, CE(x̂p,xp) expresses the deviation be-

tween a mask xp and the initial mask estimate x̂p;
CE(xp+1, w

p+1
p (xp)) expresses the deviation between

mask xp+1 and the warping of mask xp by flow wp+1
p , and

reciprocally for CE(xp, w
p
p+1(xp+1)); finally, λ is a con-

stant weight to balance the significance of both kind of de-
viations (difference from initial mask vs flow discrepancy).

As illustrated in Figure 3, our objective function can be
interpreted easily: The optimization starts from a first esti-
mate of the mask for each frame of the sequence; it encour-
ages the mask in frame p to align with the mask in frame
p+1 after being warped by the optical flow from frame p to
frame p+ 1, and vice versa, while keeping the masks close
to their initialization.

This approach can in fact be derived from a formulation
of the problem in terms of spectral clustering, which also
provides a way to compute initial estimates x̂p. We present
this formulation and the derivation of our approach below.

5894



Input Video 
Sequence

: off-the-shelf methods    

 Appearance 
Feature Ext.

Network Affinity 
Matrix

 Construction

Spectral
Clustering

Initialization 
Global Optimization 

Optical Flow 
Prediction
Network

:non-learnable blocks

Initial Masks Final Masks

Figure 3: Overview of our approach. Given a video sequence, starting from first estimates for the object masks obtained
by spectral clustering on each image independently, we optimize the masks so that they remain close to the first estimates
while being consistent with the optical flow. The objective function we optimize to retrieve the masks can be derived from
spectral clustering applied to the video sequence. Our method can rely on self-supervised visual features only.

3.2. Vanilla Spectral Clustering for Segmentation

We first briefly present spectral clustering, in the context
of image segmentation as done in [60, 48], for example. We
then discuss how it can be extended to video segmentation.
The reader interested in more details about spectral cluster-
ing can refer to the tutorial in [73].

For image segmentation with spectral clustering, one
considers an affinity matrix we will denote A. Each row and
each column of A corresponds to an image location. The
coefficient Aij ≥ 0 on row i and column j should express
how likely image location for row i and image location for
column j belong to the same cluster. In the following, we
will identify the row and column indices i and j with the
corresponding image locations for simplicity.

According to spectral clustering theory, a good segmen-
tation mask can be obtained from the second largest eigen-
vector X2 of the normalized affinity matrix W defined as

W = D−1A , (2)

where D = diag({
∑
j Aij}i) is the degree matrix. The co-

efficients of X2 correspond to image locations. By thresh-
olding them, one obtains a binary mask for the segment.

To extend this approach to object segmentation in videos,
we also start from an affinity matrix A. Each row of A, and
each column, corresponds to an image location in a video
frame. We will denote the coefficients of A with A(pi)(qj):
(pi) is a notation for the index of row corresponding to im-
age location i in frame p; similarly (qj) is the index for
column corresponding to image location j in frame q. Coef-
ficients A(pi)(qj) should express how likely image location
i in frame p and image location j in frame q are to corre-
spond to the same object. For this, we will use the similarity
between their local image features and optical flow.

However, this results in a very large A matrix, and thus
also a very large W matrix. of sizeNHW ×NHW , which
is in the order of 109 × 109 for typical sequences in stan-
dard benchmarks. This is clearly too large in practice both

for storage and for eigenvector computation. Some methods
exploit superpixels [23] or graph sparsification [35] to de-
crease the computational complexity, but it complicates the
approach; our method is more direct and more scalable. An-
other approach [48] is to retrieve the second largest eigen-
vector X2 with the classical problem:

X2 = argmax
X

X⊤WX such that ∥X∥2 =1 , (3)

which could be approximately but efficiently computed us-
ing Power Iteration Clustering (PIC) [40]. However, it still
cannot be scaled for common video lengths.

Nevertheless, as described below, we draw on this ap-
proach: Instead of building W explicitly and struggling
to compute its second largest eigenvector X2, we compute
eigenvectors x̂p by PIC for each frame p independently, for
scalability. We use data that include inter-frame information
to reinforce temporal consistency which leads to greater ac-
curacy. This makes our initialization scheme similar to To-
kenCut [77], except that we utilize approximate eigenvec-
tor extraction instead of full spectral decomposition as well
as inclusion of optical flow connectivity between adjacent
frames. In Table 1(b), we show differences between using
the baseline TokenCut method and our approximation with-
out optical flow. These initial masks are refined using ad-
ditional inter-frame consistency constraints, resulting in an
optimization problem that is much more tractable than the
originating spectral clustering problem.

In the following, we introduce a suitable affinity matrix
A, that we use in two ways: to efficiently compute good
initial estimates x̂p, and to derive the formulation in Eq. (1)
as a simplification of term X⊤WX we wish to maximize.

3.3. Affinity Matrix for Video Object Segmentation

Our affinity matrix A relies both on object appearance
features and on optical flow features:
Appearance features. For these, we use an image feature
extractor that generates an appearance feature vector ψip of
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the object at location i of frame p. The idea is that the fea-
tures at different locations of the same object should tend
to look alike, while differing from the features located on
other objects or on the background. Such appearance fea-
tures can typically be learned using a dataset of annotated
objects or, as in our case, using a self-supervised method
such as DINO [7] or MoCo [11].

Optical flow features. We use an image flow extractor
that yields the optical flow ϕip,q ∈R2 at location i between
frame p and frame q: What is seen at location i in frame p is
also seen at location j= i+ϕip,q in frame q. Such an optical
flow can typically be obtained using various gradient-based
formulations [22], or learned using a dataset of annotated
flows [68, 66, 15, 30]. It can also be obtained, as in our
case, using a self-supervised method such as ARFlow [42].

Affinity matrix. We define our affinity matrix as follows:

A =



A1 F1 0 . . . 0

F1 A2 F2
. . .

...

0 F2 A3
. . . 0

...
. . . . . . . . . FN−1

0 . . . 0 FN−1 AN


. (4)

Each block is aHW×HW matrix. It contains the affinities
between image locations in a frame and image locations in
the same frame or in another one. We detail below matrices
Ap, Fp and Fp, and justify the use of 0 matrices.

Matrices Ap. Each matrix Ap on the block diagonal of
A contains the affinities between two image locations in the
same frame p. It is based not only on object appearance fea-
tures within frame p, but also on information from the pre-
ceding and succeeding frames p− 1 and p+1. Concretely,
we take the affinity Ai,jp between locations i and j in frame
p as the following combined similarity of their object ap-
pearance features and their forward and backward flows:

Ai,jp =
1

αψ +2αϕ
gs

(
αψ⟨ψip, ψjp⟩+

αϕ

(
⟨ϕip,p+1, ϕ

j
p,p+1⟩+ ⟨ϕip,p−1, ϕ

j
p,p−1⟩

))
, (5)

where αψ and αϕ are relative weights, and gs(·) is a thresh-
olding function that zeroes values lower than s. We use
s > 0 to guarantee that the coefficients of Ap are positive.

Matrices Fp and Fp. Each matrix Fp stores affinities be-
tween image locations in frame p and image locations in
frame p+1. Here, we only consider the optical flow be-
tween frames p and p+1, and ignore the information given
appearance features. (Using appearance features as well
might improve the results, but it would lead to a much more
complex optimization problem.) Two locations i and j in

frames p and p+1 are likely to both belong to the same ob-
ject or both lie on the background if the optical flow maps
one to the other. In that case, their affinity F i,jp should be
large, close to 1; otherwise, we set it to 0. We thus take:

F i,jp =

{
1 if i+

⌊
ϕip,p+1

⌉
= j

0 otherwise
, (6)

where ⌊ϕ⌉ is the vector of nearest integers to ϕ. Fp is de-
fined likewise using the optical flow from frames p+1 to p.

If x denotes a 2D mask in vector form, then Fp x is “al-
most” the mask wp+1

p (x) after warping by the optical flow
from frame p to frame p+1, up to the integer discretization
in Eq. (6). It also applies to Fp x and wpp+1(x).

The spectral clustering purist may notice that this expres-
sion for Fp and Fp makes the affinity matrix A not symmet-
ric. However, Fp is almost equal to F⊤

p ; they are slightly
different because (1) optical flow is not exactly a bijection,
as some pixels can appear or disappear, and (2) the predicted
flow from frame p to p + 1 is not exactly the inverse of the
predicted flow from p+1 to p. In practice, we may consider
that the affinity matrix A is “almost” symmetric.

Matrices 0. Matrices that do not belong to the tri-diagonal
of matrix A contain affinities between image locations in
two “distant”, i.e., non-consecutive frames. Here, we ig-
nore the information provided by the appearance features
and the optical flow, resulting in the zero matrix. Being able
to exploit the appearance features would probably slightly
improve the final segmentation, but would also make the
optimization significantly less scalable and more complex.
Ignoring the optical flow between distant frames is a safe
thing to do anyway, as its estimation is likely unreliable.

3.4. Deriving the Objective Function

By expanding the term X⊤WX found in Eq. (3), using
the definition of the normalized affinity matrix W in Eq. (2),
the notation X for its second eigenvector, and the definition
of the affinity matrix A in Eq. (4), we obtain:

X⊤WX =
∑
p

x⊤
p D

–1
p Apxp +

∑
p

x⊤
p+1D

–1
p+1Fpxp +

∑
p

x⊤
p D

–1
p Fpxp+1 , (7)

where the Dp matrices are on the block diagonal of D and
are themselves diagonal.

Computing this expression seemingly involvesx the
products between matrices Ap, Fp and vectors xp. It would
require large amounts of memory and be prohibitively slow
as these matrices are very large. However, we show that
we do not need to store these matrices, nor do we need to
compute these products for estimating masks xp.

The terms x⊤
p D

–1
p Apxp, when considered indepen-

dently, lead to a spectral clustering problem per frame. The
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second eigenvector x̂p of matrix Wp = D –1
p Ap is in prac-

tice a good first estimate of xp, thanks to the combination
of the object appearance features and the optical flow.

In the supplementary material, we also show that when
xp is close to x̂p, then:

x⊤
p D

–1
p Apxp ≈ (x̂p)

⊤
xp . (8)

Furthermore, as mentioned in Section 3.3, the terms Fpx
and Fpx are approximations of the warpings of vector x by
the optical flow, i.e., Fpx ≈ wp+1

p (x) and Fpx ≈ wpp+1(x).
As matrix Dp is diagonal, we can compute efficiently the
last two sums in Eq. (7) using

x⊤
p+1D

–1
p+1Fpxp = x⊤

p+1

(
dp+1 ⊙ wp+1

p (xp)
)
,

x⊤
p D

–1
p F⊤

p xp+1 = x⊤
p

(
dp ⊙ wpp+1(xp+1)

)
,

(9)

where dp denotes the vectorized coefficients on the diago-
nal of matrix D –1

p and ⊙ is the element-wise product. The
terms dp weight the warped masks. We noticed during our
experiments that their influence was very limited, and we
did not keep them in our objective function for simplicity.

Moreover, while spectral clustering is a powerful frame-
work, it actually is an approximation as it relaxes the search
for binary masks by looking for continuous values for the
coefficients of X, instead of binary ones. To encourage
the optimization to recover binary values, we use the cross-
entropy (minimizing it) when measuring the similarity be-
tween masks, rather than the dot product (maximizing it).

From Eqs. (3), (7), (8), (9), we finally obtain the formu-
lation in Eq. (1). In practice, to minimize L({xp}p), and
thus maximize the flow consistency while not deviating too
much from initial estimates, we first compute the eigenvec-
tors x̂p and use them to initialize the vectors xp. Note that
since the xp vectors remain close to the x̂p vectors, the norm
of X remain approximately constant during optimization
and the unit constraint in Eq. (3) is approximately satisfied.
After convergence of the minimization, the soft masks xp
are discretized using K-means with K =2 to separate the
object of interest from the background. Implementation de-
tails are provided in the supplementary material.

4. Experiments
In this section, we first introduce the implementation de-

tails of our method. Then we describe the datasets we use
for comparison with other methods and make a comprehen-
sive analysis of each component in our approach.

4.1. Datasets

We evaluate our model on three standard benchmarks
in unsupervised video object segmentation: DAVIS2016,
SegTrack-v2, and FBMS59. DAVIS2016 [55] is a densely-
annotated video object segmentation dataset, featuring 50

sequences and 3455 frames in total, captured in 1080p res-
olution at 24 FPS with precise annotation of a primary
moving object at 480p. SegTrack-v2 [38] is a densely-
annotated dataset of 14 sequences with 976 frames in total.
It sometimes features multiple objects in a single video and
has multiple challenges such as motion blur, deformations,
interactions, and objects being static. FBMS59 [51, 4] is
a dataset of 59 sequences with every 20-th frame being an-
notated, which yields 720 annotated frames in total. The
dataset may involve multiple objects (some of which can be
static), occlusions, and other challenging conditions. Since
SegTrack-v2 and FBMS might feature multiple objects in
one scene and since our method is interested in the main
object segmentation, we merge the segmentation masks of
the individual objects into one, similar to [31, 85, 82].

4.2. Metrics

Jaccard (J ). For all datasets, we evaluate them with
the Jaccard metric J , which measures the intersection-over-
union between predicted masks and ground-truth masks.

Contour accuracy (F). For the DAVIS2016 dataset, we
also report contour accuracy. This measure treats the mask
as a set of closed contours to calculate their precision and
recall with respect to the annotation. The contour accuracy
is then taken as F = 2PcRc

Pc+Rc
where Pc is the contour preci-

sion and Rc is the contour recall.
Computational cost. On an Nvidia V100, our initial-

ization and optimization runs on average in ∼ 0.5 s/frame,
where initial eigenvector extraction takes ∼ 0.1 s/frame and
the optimization takes ∼ 0.4 s/frame.

Optimization consumes ∼ 8 GB of VRAM for typical se-
quences in DAVIS2016, and ∼ 20 MFLOPS/frame.

4.3. Ablation and Parameter Study

In order to understand the different factors that con-
tribute to the performance of our method, we conduct a se-
ries of ablation studies. Table 1 reports the importance of
the different components of our pipeline. Note that we do
not apply any post-processing in our ablation experiments
to show direct gains by our method. We evaluate the differ-
ent aspects of our method as detailed below.

Initial masks x̂p from appearance only. We study ap-
plying spectral clustering to appearance features only. We
consider recent self-supervised features: DINO [7], MoCo-
v3 [11], SWAV [6] and Barlow Twins (BT) [89]. Table 1(a)
compares how these appearance features affect our results.
We obtain the best performance with DINO. The fact that
DINO largely outperforms other self-supervised features, as
also noted in [77, 49], remains to be understood, but is out
of scope. We also note that our method can exploit any im-
age features. Better feature extractors in the future could
even improve our results further. Table 1(a) also shows that,
in every case our optimization method improves the J met-
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(a) Different appearance features (J ↑) (F ↑)

(BT [RN-50] + ARFlow) 53.5 30.3
(BT [RN-50] + ARFlow) + Optimization (Eq. (1)) 59.5 (+6.0) 48.2 (+17.9)

(SWAV [RN-50] + ARFlow) 48.0 27.2
(SWAV [RN-50] + ARFlow) + Optimization (Eq. (1)) 53.6 (+5.6) 46.0 (+18.8)

(MoCo-v3 [ViT] + ARFlow) 58.0 35.3
(MoCo-v3 [ViT] + ARFlow) + Optimization (Eq. (1)) 64.2 (+6.2) 61.1 (+25.8)

(DINO [ViT] + ARFlow) 72.1 72.5
(DINO [ViT] + ARFlow) + Optimization (Eq. (1)) 76.8 (+4.7) 77.0 (+4.5)

(b) Different optical flows (J ↑) (F ↑)

DINO 61.2 65.8
TokenCut [77] 62.7 62.3
DINO + Optimization (Eq. (1)) 66.7 (+5.5) 70.4 (+4.6)

(DINO + RAFT) 70.7 72.9
(DINO + RAFT) + Optimization (Eq. (1)) 75.3 (+4.6) 76.2 (+3.3)

(DINO + ARFlow) 72.1 72.5
(DINO + ARFlow) + Optimization (Eq. (1)) 76.8 (+4.7) 77.0 (+4.5)

Table 1: Ablation experiments on DAVIS2016 for differ-
ent optical flow and appearance features for the frame-
based initialization and after optimization. (a) Effects of
different self-supervised methods for appearance features.
(b) Effects of optical flow and different optical flow meth-
ods on performance. We obtain all initial results using Spec-
tral Clustering on each frame independently. “+Optimiza-
tion” denotes the results after optimizing our objective func-
tion. No post processing is applied to the results. Our opti-
mization approach consistently improves the segmentation
results by a large margin for all appearance features, with
or without optical flow for initializing the masks.

ric by the average value of +5.6% and the F metric by the
average value of +16.6%. This ablation also shows one po-
tential application of our method, which could serve as a
way to benchmark fine-grained representation capacity of
self-supervised features [78, 19]: Given frozen features and
strictly predefined optical flow, one can ”plug-in” new fea-
tures and estimate how good the representation capacity is.

As it has the most similar (graph-based) formulation to
ours, we also compare to TokenCut [77] applied to each
frame independently, using the same DINO features. On
David2016, our mask extraction from single frames (i.e.,
our initial masks x̂p) is 1.5 pt behind TokenCut on the J
metric, while outperforming it on F by 3.5 pts, which shows
that our initialization is better at detecting object boundaries
on individual images. More importantly, we are ∼ 170×
faster than TokenCut [77] (0.1 s/frame vs. 17 s/frame).

Initial masks x̂p from both appearance and flow. We
apply spectral clustering on the combination of appearance
features and optical flow, as in Eq. (5). We consider su-
pervised RAFT and self-supervised ARFlow. Effects of
adding the optical flow to our approach can be seen in Ta-
ble 1(b). The addition of optical flow to the appearance fea-
tures greatly improves single-frame clustering performance
and gives us a good initialization for the object masks. (Two
successive frames are used for computing the optical flow.)

Masks xp optimized from different initial masks x̂p.

Training Optical Fully DAVIS STv2 FBMS59
Method on videos flow unsuperv. J ↑ F ↑ J ↑ J ↑
(Mostly) Unsupervised methods:
CUT [34] LDOF [3] ✓ 55.2 55.2 54.3 57.2
FTS [53] LDOF [67] ✓ 55.8 51.1 47.8 47.7
AMD [43] ✓ ✓ 57.8 - 57.0 47.5
MoSeg [82] ✓ RAFT [68] 68.3 61.1 58.6 53.1
CIS [85] ✓ PWCNet [66] 71.5 70.5 62.0 63.5
DS [87] ✓ RAFT [68] 79.1 - 72.1 71.8
DyStaB [84] ✓ PWCNet [66] 80.0 - 74.2 73.2
Ours ARFlow [42] ✓ 80.2 77.5 74.9 70.0

Supervised methods:
NLC [21] SIFTFlow [41] 55.1 52.3 67.2 51.5
SFL [12] ✓ FlowNetS [16] 67.4 66.7 - -
FSEG [31] ✓ 70.7 65.3 61.4 68.4
LVO [70] ✓ MP-Net [69] 75.9 72.1 57.3 65.1
ARP [36] CPMFlow [28] 76.2 70.6 57.2 59.8
MSgStP [29] 77.6 - 70.1 60.8
MATNet [91] ✓ PWCNet [66] 82.4 80.7 - -
DyStaB [84] ✓ PWCNet [66] 82.8 - 74.2 75.8
3DC-Seg [46] ✓ 84.3 84.7 - -
ViTAE [81] ✓ 89.2 90.4 - -
BATMAN [88] ✓ RAFT [68] 90.7 94.2 - -

Table 2: Results of our approach. We show the perfor-
mance of our approach on three standard benchmarks for
video object segmentation (DAVIS2016, SegTrack-v2, and
FBMS59), where our approach achieves state-of-the-art re-
sults despite. We also provide a comparison with some su-
pervised methods, where we achieve a performance com-
parable to some of them without using any supervision.
Note that recent unsupervised methods (MoSeg, CIS, DyS-
taB and IKE) use supervised optical flow estimators such as
RAFT [68], PWCNet [66] or FlowNet [16, 30].

We present the effects of our global optimization on differ-
ent appearance features and optical flows in Table 1. Our
optimization gives an average boost of +4.9% over the sin-
gle frame clustering, validating our approach in all cases.

Number of flow steps. We found (see full results in
supp. mat.) that one flow step achieves the best perfor-
mance, which supports our assumption of using a tridiago-
nal global affinity matrix: Even in the single flow step case,
all frames are tied together via optical flow. Conversely,
more steps might complicate the optimization due to the po-
tentially noisier flow estimated between distant frames be-
cause of the larger displacements and additional occlusions.

Cross-entropy vs. dot product. In our objective func-
tion, we use the cross-entropy rather than the dot product
between the masks. We compared the two options experi-
mentally and found that using the cross-entropy indeed im-
proves the masks that we recover. We provide the full re-
sults in the supplementary material.

4.4. Comparison to the State of the Art

Here, we use our best configuration (DINO [ViT] +
ARFlow + Optimization). Following CIS [85] and DyS-
taB [84], we use a CRF as a post-processing step. Table 2
presents the performances of our method and several estab-

5898



lished state-of-the-art unsupervised and supervised meth-
ods. Overall, our method performs on-par with the state-
of-the-art methods on DAVIS2016 and it achieves the best
performance on the STv2 dataset. Our method also has
high contour accuracy F , which shows that our approach
achieves high quality boundaries. Among unsupervised
methods, our method outperforms all previous methods by
achieving 80.2 J and 74.9 J scores on DAVIS2016 and
STv2, respectively. Our method outperforms the SOTA
method DyStaB albeit slightly, with a much simpler ap-
proach. Also note that, in contrast to recent unsupervised
methods, our approach does not use any supervised compo-
nent in the pipeline, including optical flow.

Table 2 shows the generalization ability of our method:
Rather than training on a target dataset, we leverage general
images features obtained from a network pretrained on a
large dataset with no supervision. While it may not be opti-
mal in some contexts due to different data distributions, we
achieve an excellent performance on three different bench-
marks, without training and reusing the exact same net-
works for feature extraction and flow computation.

Comparing ViT and CNN based methods is not straight-
forward as each of them has their own advantages. Al-
though other methods do not exploit ViTs, the most re-
cent ones do use advanced CNN networks, e.g., DeepLabv3
(used in DyStaB), one of the SOTA architectures for seg-
mentation. Besides, while we rely only on pretrained net-
works, although possibly on large datasets (e.g., ImageNet
for appearance, Sintel for flow), a number of other meth-
ods (supervised or unsupervised) are advantaged by the fact
they train on the target datasets, hence on the task itself and
using a data distribution closer to the test sets. Note that
other methods in Table 2 also use extra data beyond the
evaluated dataset, e.g., DyStaB uses ImageNet-pretrained
weights to initialize its network, while AMD uses Youtube-
VOS (a large video dataset) pretrained weights.

Figure 5 shows some failure cases of our approach. More
examples are provided in the supplementary material. Note
that some of those failure cases can be removed by further
postprocessing, but we do not use it to keep our approach
simple. We show examples of segmentation results by our
method for qualitative visual inspection in Figure 4.

5. Conclusion
Our method consists of minimizing an objective func-

tion that is intuitive, simple to implement, and can be op-
timized efficiently. It can be derived from spectral cluster-
ing, which gives it solid theoretical ground. It could also
be used to evaluate fine-grained capabilities of modern self-
supervised representations, which is still a very active area
of research [78, 19]. We hope that the simplicity of our
method and its connection to spectral clustering will pro-
vide others with insights for future development.

DINO DINO + DINO + Ground Truth
ARFlow ARFlow + Opt

Figure 4: Qualitative results obtained with our approach.
The quality of segmentation improves with each compo-
nent. In the first row, partially segmented object is recov-
ered; the second and third rows show that we successfully
recover the small and occluded objects; in the fourth row
our method removes the background residuals and finally
in the fifth and sixth rows, we show that our method recov-
ers and segments multiple close objects.

Figure 5: Failure cases. Our approach has 3 main failure
modes: Oversegmentation which is most often caused by
multiple similar objects in the scene, imprecise masks due
to occlusion, and undersegmentation in scenes with multi-
ple objects which leads to the parts of the primary object
not being segmented. In the last example, note that when
we use DINO features, our clusters tend to group a single
semantic class, which is the desired behavior for object dis-
covery, rather than segment anything that moves. This is
thus a failure case w.r.t. the benchmark, but not to the goal
of object discovery.
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