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1. Introduction to analyse the agnostic property of our proposed mod-
ules, we have ablate the model without and with at-
tention on two different backbones (DenseNet-121 and
ResNet-18). We observe that the proposed attention
modules help in better classification performance on
both HSIs (in Figure [3) and ADVANCE datasets (in

In the supplementary paper, we provide the following
analysis:

a. Architecture ablation: We present the training curves
of GAF-Net on the Houston HSI-LiDAR dataset in

Figure[[]Jand ADVANCE dataset in Figure[2]and justify Figure ).
the convergence of FAG-Net over the epochs. f. Sensitivity to the amount of training samples and
) . ) effect of different self-attention modules for AD-
b. The analysis for the baseline architectures and self- VANCE dataset: We present the bar graphs for dif-

attention block (SAB) on the ADVANCE dataset, as
shown in Table I} We incrementally consider all the
model components (SAB, Lygrr and CAB). It can
be clearly observed that the application of these com-
ponents progressively improves the performance.

ferent ablations, i.e., Figure[5|(a) and (b) represent the
sensitivity to the amount of training samples and com-
parison on the attention modules, respectively.
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c. Analysis of Fe§ and Fe3: Tables and show the
analysis on the depth of Fef and Fe; for fixed Fet
and Fe”? (ResNet-50 [3]]) in GAF-Net (residual blocks
with S AB) on both HSIs and audio-visual datatets. By
considering all the multimodal dataset used in our ex-
periments, we found that typically, S with four conv.
blocks for each of the streams provide consistently su- Epochs
perior performance. Figure 1. The training curve for GAF-Net on the Houston HSI-

LiDAR datasets.
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d. Analysis of CAB: In Table @] we showcase the im-
portance of cross-attention generation from the deep-
est layers of Fe”' and Fe’2, we perform the fol- 8
lowing experiments, i) GAF-Net without C' AB, ii)
cross-attention generated from the intermediate layers
of Fe”t and Fe’2, and iii) cross-attention generated
from the intermediate self-attended outputs 231 and 232,
respectively. We observe from Table [] that the pro-
posed C'AB outperforms the remaining baselines sig- 0
nificantly, at least by 1.8% in precision, recall and F1
values.
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Figure 2. The training curve for GAF-Net on the ADVANCE
e. Sensitivity to the amount of training samples and datasets.

effect of our proposed attention modules: In order . . . .
Ablation on pairs of bi-modality in the Augsburg

*equal contribution dataset: In Table 5] we present the ablations on modality



Table 1. Ablation analysis of our proposed GAF-Net on the ADVANCE dataset. A and B are the defined baselines and analysis on SAB,
respectively. T represents only the sub-network S and without C AB. SA, GCA, and LCA represent spatial attention 1, global channel
attention, and local channel attention, respectively. MSFRB is multi-scale feature refinement block. We highlighted the best results in

bold.
Methods ADVANCE
A: Baselines Precision | Recall F1
Layer-wise SAB | CAB | Lnrr | MSRFB
Al: X X X X 87.63 88.10 | 87.86
A2: X X v X 88.93 89.24 | 89.08
A3: v X X X 88.76 89.12 | 88.93
A4 v X v X 89.18 89.21 | 89.19
AS5: X v X X 89.04 88.93 | 88.98
A6: X X X v 89.17 88.99 | 89.07
AT: X v v X 91.11 90.97 | 91.04
AS: X v v v 91.95 92.11 | 92.03
A9: v v X v 92.43 92.24 | 92.33
A10: v v v X 92.82 92.73 | 92.77
B: Ablation on SAB

Bl: SA 91.69 91.56 | 91.62
B2: GCA 91.54 91.58 | 91.56
B3: LCA 90.02 89.80 | 89.91
B4: SA + GCA 92.32 9245 | 92.38
B5: SA + LCA 92.09 92.14 | 92.15
B6: SA+GCA+LCAf 92.46 92.78 | 92.61

GAF-Net 93.37 93.23 | 93.31

Table 2. The depth analysis for the streams of F' e and Fe5 in GAF-Net (residual blocks with SAB) on Houston 2013 HSI-LiDAR and
HSI-MSI, Berlin HSI-SAR, and Augsburg HSI-SAR hyperspectral datasets. [N denotes number of blocks in S. We highlighted the best

results in bold.

N-blocks in S Houston2013 Houston2013 Berlin Augsburg
HSI-LiDAR HSI-MSI HSI-SAR HSI-SAR
OA AA K OA AA g OA AA K OA AA K
2-blocks 90.71 | 93.64 | 0.8950 || 90.02 | 92.78 | 0.8893 || 77.95 | 69.93 | 0.6701 || 89.22 | 68.87 | 0.8432
4-blocks 91.39 | 94.92 | 0.9018 || 90.64 | 93.30 | 0.8938 || 78.57 | 70.92 | 0.6761 || 90.80 | 70.10 | 0.8683
6-blocks 91.45 | 9438 | 0.9039 || 90.33 | 92.97 | 0.8911 || 78.70 | 70.33 | 0.6750 || 89.76 | 69.10 | 0.8544
8-blocks 91.23 | 94.34 | 0.8996 || 90.59 | 93.50 | 0.8925 || 78.20 | 70.52 | 0.6722 || 90.53 | 70.12 | 0.8631

Table 3. The depth analysis for the streams of Fef and Fes in
GAF-Net (residual blocks with S AB) on the ADVANCE dataset.
N denotes number of blocks in S. We highlighted the best results
in bold.

N-blocks in S ADVANCE
Precision | Recall Fl
2-blocks 92.89 92.97 | 92.93
4-blocks 93.37 93.23 | 93.31
6-blocks 93.46 93.04 | 93.25
8-blocks 93.16 93.41 | 93.28

Table 4. Ablation analysis on CAB for the ADVANCE dataset.
IL in * and FL in ** denote Intermediate Layer and Final Layer,
respectively. We highlighted the best results in bold.

Methods ADVANCE
C'AB Ablation Precision | Recall Fl1
No CAB 89.15 89.38 | 89.26
CAB from IL of 77 and 75* 91.65 91.59 | 91.62
CAB from FL of § ** 90.89 90.91 | 90.90
GAF-Net 93.37 93.23 | 93.31

combination for the hyperspectral (HSI) Augsburg dataset
and choose to work with HSI and synthetic aperture radar
(SAR) as the multimodal data. Our GAF-Net outperforms

Table 5. The ablation results on modality combination using GAF-
Net for Augsburg dataset. T setting used in comparison with the

other SOTA methods. We highlighted the best results in bold.
OA

Modality Combination
For Augsburg Dataset
Combination of HSI + SAR™
Combination of HSI + DSM
Combination of DSM + SAR

90.80
86.62
84.18

the other combinations, i.e., HSI-DSM and DSM-SAR at
least by 3 %.

Generated classification maps for Houston2013 HSI-
MSI dataset: Finally, in Figure [6] we show the classifi-
cation maps between various SOTA methods and our pro-
posed GAF-Net for Houston2013 HSI-MSI dataset, observe
highly mapping of the predicted classes from GAF-Net with
the ground truth.

Series and parallel combination of SA, GCA and LCA:
Figure[7|justifies the use of SA, GCA, and LCA in SAB in
our proposed architecture, i.e., we use the parallel combi-
nation of SA, GCA, and LCA in the SAB (as mentioned in
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Figure 3. The performance comparison for our proposed attention modules on different backbones i.e. DenseNet-121 and ResNet-18 on
Houston (HSI-LiDAR), Berlin (HSI-SAR), and Augsburg (HSI-SAR) datasets. Here, w/o attn. and with attn. denote the architecture
without and with attention modules.
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Figure 4. The performance comparison for our proposed attention modules on different backbones i.e. DenseNet-121 and ResNet-18 on
the ADVANCE dataset. Here, w/o attn. and with attn. denote the architecture without and with attention modules.
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Figure 5. Analysis on (a) % of training data used in training, (b) feature extractors for S, and (c) different self-attention plugins for our
proposed GAF-Net architecture on ADVANCE dataset.

Figure 3(d) of main paper. We kept the position of C AB CBAM [7], BAM [6], SE-Net [4]], ViT [2]] and cross-ViT
similar to which we have mentioned in Figure 2 (main [1]], but comparable to MTAN [3].

paper). We present the bar graphs for all the the multimodal
datasets (HST and ADVANCE).

Class activation map (CAM) visualization and effect
of learning the auxiliary network 7; and 75 from

Table 6. The depth analysis for the streams of Fef and Fes in
GAF-Net (residual blocks with S AB) on the ADVANCE dataset.
N denotes number of blocks in S. We highlighted the best results

pre-training and scratch: Figure [8| shows the class in bold.
activation maps (CAM) in highlighting the importance of Attention Module | CBAM | BAM | SE-Net | MTAN | ViT | Cross-ViT | GAF-Net
our proposed GAF-Net. We also ablate between freeze ina‘i‘l'l‘i‘::?lfd)) L18 | 220 1 470 1 059 1708 | 374 061
(pre-trained) networks and training GAF-Net from scratch,
shown in Figure 9]
Computation complexity and number of trainable
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Figure 6. The classification maps for Houston2013 HSI-MSI-dataset. (a) HSI’s true colour composite (RGB Bands-43, 22, 36), (b)
MST’s true color composite (RGB Bands-2,1,4), and (c¢) Ground-truth. From (c) to (i) represent classification maps for different meth-
ods/algorithms. Specifically, (d)End-Net, (¢)Co-CNN, (f) CCR-Net, (g) FusAtNet, (h) 71 + 72, (i) GAF-Net
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Figure 7. Analysis on series and parallel combinations of SA, GCA and LCA in SAB for (a) Hyperspectral Datasets and (b) ADVANCE
dataset. We kept C'AB to be at the similar position as mentioned for GAF-Net (main paper).
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Figure 9. The performance comparison of GAF-Net with pre-
trained backbone, pre-trained modality on Houston (HSI-LiDAR),
Berlin (HSI-SAR), and Augsburg (HSI-SAR) datasets. Here, the
pre-trained backbone and modality represent initializing the net-
work with pre-trained weights on ImageNet and the datasets used
in our experiments.
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