
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

WACV
#1804

WACV
#1804

WACV 2023 Submission #1804. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Adversarial local distribution regularization for knowledge distillation

1. Asymptotic analysis of adversarial local dis-
tribution approximation.

The kernel F is the radial basis function kernel used in
our paper, as shown in Eq. 1

F (x′,x) = exp

{
−||x′ − x||2

2σ2

}
. (1)

The update function ϕ can be rewritten as

ϕ(xadv) =
1

K

K∑
j=1

[
F (x

j,(l)
adv ,xadv)∇x

j,(l)
adv

ℓ(x
j,(l)
adv ,x; θ)

−F (x
j,(l)
adv ,xadv)

(x
j,(l)
adv − xadv)

σ2

]
.

(2)

When σ → ∞, it is obvious that

ϕ(xadv) →
1

K

K∑
j=1

∇
x

j,(l)
adv

ℓ(x
j,(l)
adv ,x; θ). (3)

Therefore, our approach reduces exactly to FGSM [2],
PGD [3], and Auto-Attack [1] with K independent parti-
cles, where in the update quantity is the average of the gra-
dients at each particle as shown in Eq. (5). Evidently, in the
update rule in Eq. (5), there does not exist any term that pro-
motes the particle diversity. In addition, when using a single
particle (i.e., n = 1), our approach under its asymptotic case
reduces exactly to the aforementioned approaches.

Particularly, in our update formula in Eq. (8), the first
term encourages the particles to seek the optimal values
of the loss surface as in FGSM [2], PGD [3], and Auto-
Attack [1], while the second term plays a role of a repulsive
term to push the particles away for enhancing the particle di-
versity. The reason is that when x

j,(l)
adv moves closer to xadv ,

the weight k(xj,(l)
adv ,xadv) becomes larger to push them fur-

ther away from each other.
We present the asymptotic analysis when σ −→ 0. Con-

sidering the RBF kernel, the update function ϕ can be
rewritten as

ϕ(xadv) =
1

K

K∑
j=1

[
F (x

j,(l)
adv ,xadv)∇x

j,(l)
adv

ℓ(x
j,(l)
adv ,x; θ)

− F (x
j,(l)
adv ,xadv)

(x
j,(l)
adv − xadv)

σ2

]
.

(4)

When σ → 0, it is obvious that

ϕ(xadv) →
1

K

K∑
j=1

1
xadv=x

j,(l)
adv

∇
x

j,(l)
adv

ℓ(x
j,(l)
adv ,x; θ), (5)

where 1A is the indicator function which returns 1 if A is
true and 0 if otherwise. Here we note that we have used the
following equations in the above derivation.

lim
σ→0

F (x
j,(l)
adv ,xadv)

(x
j,(l)
adv − xadv)

σ2
= 0. (6)

lim
σ→0

F (x
j,(l)
adv ,xadv) = 0 (7)

if xadv ̸= x
j,(l)
adv .

lim
σ→0

F (x
j,(l)
adv ,xadv) = 1 (8)

if xadv = x
j,(l)
adv .

Therefore, the update amount ϕ(xadv) in Eq. (5) reduces
to only one gradient. It is evident that when n = 1, our
approach reduces exactly to FGSM [2], PGD [3], and Auto-
Attack [1].

2. Experimental setting details
2.1. Diversity of teacher adversarial particles vs.

random initialization

We set ϵ = 0.3, η =0.01, L=200, τ=1.0.

2.2. TALD regularization with existing methods on
CIFAR-100 and ImageNet

For CIFAR-100, we set ϵ = 0.3, η =0.1, L=1, K=4,
τ=10.0, λ=0.01. All methods used in our experiments are
trained by SGD. The learning rate is initialized as 0.05, and
decayed it by 0.1 every 30 epochs after the first 150 epochs
until the last 240 epoch. We use a learning rate of 0.01 for
MobileNetV2, ShuffleNetV1 and ShuffleNetV2, while 0.05
is optimal for other models. Batch size is 64.

For ImageNet, we use settings from config files of
Torchdistill1. We set ϵ = 0.3, η =0.2, L=1, K=4, τ=5.0,
λ=0.01.
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