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More results for feature quality comparison
In this supplementary material we provide more examples of Representation Quality Evaluation experiment described

in Section 4 of the main paper. Figure 1 shows extra results comparing on several images from ImageNet using networks
pre-trained on a subset of the MIDAS training set. The depth maps were computed using MIDAS. Figure 2 shows the same
experiment but on images from ScanNet while using a network pre-trained on ImageNet. The idea of this variations of
training datasets is to use images that are not used during training for evaluation.
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Figure 1. More comparison of the quality of the learned representations on ImageNet images. The bright pixels in the similarity maps
correspond to the reference feature vector, which is compared to all other vectors forming the features map. Note that these images are part
of the validation set (unseen during training), and that the depth map is given for comparison purposes, it is not fed into the encoder.
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Figure 2. Comparison of the quality of the learned representations on images from the ScanNet dataset. The bright pixels in the similarity
maps correspond to the reference feature vector, which is compared to all other vectors forming the features map. Note that these images
are part of the validation set (unseen during training), and that the depth map is given for comparison purposes, it is not fed into the encoder.
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