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We present the supplementary materials in both pdf and
a video. The supplementary material contains the following
items.

1. Textured results using random unseen body shapes,
poses and garments for CLOTH3D [4] test sequences
in Sec. S1.

2. Textured results on the unseen poses from YouTube
sequences, unseen cloth types, and unseen body shapes
in Sec. S2

3. GarSim detailed architecture in Sec. S3

4. Sample use cases of GarSim in Sec. S4

5. Video Results: Rendering unseen garment on un-
seen pose sequences from test set of CLOTH3D and
youtube video with varying body shapes, poses and the
garments. We also render the draped human sequence
in a virtual environment and animate. Please watch the
supplementary video.

S1. Additional results on CLOTH3D test set
We show additional results using texture and sequence.

We use the poses and garments from the CLOTH3D test set.
Fig. S1 and Fig. S2(bird’s eye view) show that the deforma-
tion of the garments by our GarSim is visually plausible ac-
cording to the poses on unseen garments and body shapes.
Also Fig. S3 shows a sequence of frames rendered using
our method which demonstrate that even if the garment is
not present in training (dress, T-shirt, shirt), it is deforming
well according to the underlying body motion over time.

S2. Textured results on YouTube video frames
In addition to the results shown in Fig. 4 and Fig. 5 in

the main paper. We additionally show textured results on
another frame of YouTube video in Fig. S4. This shows the
generalization of GarSim on unseen cloth types. We show
the textured results from various viewpoints.

S3. GarSim Architecture
In Fig.2 of the main paper, we have shown the overall

architecture with the input and the output. A detailed ar-
chitecture of all the learnable blocks are shown in Fig. S5.
The two update functions of the message-passing block are
implemented using MLPs whose architecture is also shown
in Fig. S5 . We use PyTorch-Geometric [3] library to im-
plement PointNet++[6] based geometry encoders and the
message-passing block. The geometry encoder encodes the
local geometry around a garment vertex and append it with
the global garment geometry. The concatenated learned lo-
cal and global garment geometric features become the final
geometric feature of each garment vertex. We use same ge-
ometric encoder architecture for both body and the garment.

S4. GarSim use cases
There could be many possible use cases of GarSim . We

mention two most important ones.

S4.1. Metaverse usecase

Animating garments based on the body shape and poses
in an AR/VR setup is one of the important task under the
recent metaverse concept. Avatar and its motion capture
imitating real human is one of the important entity in the
metaverse along with a virtual environment. To make the
presence of avatar realistic, various kind of clothing on top
of it is necessary. We use SMPL[5] avatar to be draped by
GarSim and situate in the VR to show the complete render-
ing quality in the virtual world in Fig. S6.

S4.2. Garment Authoring

An average designer takes hours to drape a garment on
a person in an arbitrary pose using a designer tool such as
Maya[2], Blender[1] etc. This effort can significantly be re-
duced to a few minutes by GarSim . While GarSim can
directly predict the garment on the human body in the
arbitrary pose, a designer can use the predicted garment
to give some final touches which would take only a few
minutes. To validate this we asked a few designers to
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Figure S1: Additional textured results on the test samples with varying skirt sizes: Unseen body shape, height and poses.

Figure S2: Bird’s eye view rendering of textured sample results on the test samples with varying skirt sizes: Unseen
body shape, height and poses.



Figure S3: Sample results on unseen garments on unseen body shape, and poses.

take GarSim outputs and template garments as two start-
ing points and drape the garment on the desired body pose.
The outcome of this exercise was, designers took a few min-
utes when GarSim outputs were used as a starting point as
compared to the template garments.
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Figure S4: Textured outputs: Sample results on YouTube video frames. Here unknowns are the body shapes, the poses, and
the garments (skirt and top). The T-shirt and Trousers results show the generalization of GarSim on unseen cloth types.
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Figure S5: Architecture of all learnable blocks of GarSim . The number of neurons of linear layers are shown below them.
Refer main paper Fig. 2 for the input output flows and specifications. The input to the garment and body geometry
encoders are the mesh vertices of garments and the partial body respectively.



Figure S6: Rendering garments types (top, skirt, T-shirt, Trouser) on top of unseen body shape and poses. Note: Garment
types T-shirt and Trousers were not present in the training set. This shows GarSim generalizes to unseen garment types.
Here, body shapes and poses are retrieved from a YouTube video. Augmenting the avatars draped with variety of cloth types
in a virtual environment will further enable in accomplishing various use cases served by a recent metaverse concept. Please
watch supplementary video for another set of rendering (Jumping and Running)
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