Supplementary Material
1. Ablation Studies

Test accuracy (%)
Test accuracy (%)

o 1 2 3 4 5 5 7 8 9 1 o 1 2z 3 4 5 6 7 8 9 D
Number of gradient steps Number of gradient steps

(a) 5-way 1-shot (b) 5-way 5-shot

Figure 1: Effect of the number of gradient updates dur-
ing testing. We show results of 5-way 1-shot model (a) and
5-way 5-shot model (b) trained on minilmageNet.

Test accuracy (%)
Test accuracy (%)

12 s 10 12

3 4 s 6 71 8 s 4 5 6 7 8
Number of shots in testing Number of shots in testing

(a) 5-way 1-shot (b) 5-way 5-shot

Figure 2: Effect of the number of images in the support
set during testing. We show results of 5-way 1-shot model
(a) and 5-way 5-shot model (b) trained on minilmageNet.

Effect of the number of gradient updates. In this exper-
iment, we study the effect of the number of gradient up-
dates during meta-testing. The results are shown in Fig. 1.
Here we show the results of both 1-shot and 5-shot models
trained on mini-ImageNet. During meta-training, the num-
ber of inner update is set to 5. In Fig. 1, we show how the
test accuracy varies when we take different numbers of gra-
dient updates during testing. We can see that the accuracy
saturates around five gradient updates.

Effect of the support set size. Here we study how the test
accuracy varies when we change the number of shots dur-
ing testing. The results are shown in Fig. 2. Again we
show the results of both 1-shot and 5-shot models trained
on mini-ImageNet. We can see that even though the models
are trained with 1-shot or 5-shot, the test accuracy generally
increases when more shots are available during testing.



