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Abstract

While gait recognition has seen many advances in re-
cent years, the occlusion problem has largely been ignored.
This problem is especially important for gait recognition
from uncontrolled outdoor sequences at range - since any
small obstruction can affect the recognition system. Most
current methods assume the availability of complete body
information while extracting the gait features. When parts
of the body are occluded, these methods may hallucinate
and output a corrupted gait signature as they try to look
for body parts which are not present in the input at all. To
address this, we exploit the learned occlusion type while ex-
tracting identity features from videos. Thus, in this work, we
propose an occlusion aware gait recognition method which
can be used to model intrinsic occlusion awareness into po-
tentially any state-of-the-art gait recognition method. Our
experiments on the challenging GREW and BRIAR datasets
show that networks enhanced with this occlusion awareness
perform better at recognition tasks than their counterparts
trained on similar occlusions.

1. Introduction

Gait-based recognition and identification techniques fo-
cus on analyzing and recognizing an individual’s walking
pattern, and can be very helpful when other identifiers like
face are not available. Every person has a characteristic
gait pattern [21] consisting of various bio-mechanic fea-
tures like stride length, walking speed, body posture, and
arm swing [28]. These features can be explicitly measured
through wearable sensors [ 14]; however, this is not practical
in remote biometrics applications. Thus, vision-based gait
recognition has become more popular [22, 23] because of
its non-intrusive nature and its potential to identify subjects
at a distance.

There have been many indoor datasets for vision-based
gait recognition [1 1, 32]. However, performance on these
has started to saturate [13,22] and focus is shifting towards
the outdoor, in-the-wild gait recognition task [3, 35]. Such
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Figure 1. Examples of synthetic occlusions used in our method.
The leftmost image is an original frame taken from the BRIAR [3]
dataset, and the other images show the synthetic occlusions ap-
plied. We use eight types of synthetic occlusions; placing black
patches on any corner of the frame (#1-#4), removing the top or
bottom part of the frame (#5-#6), or blocking out the left or right
half of the frame(#7-#8). The size and position of the patch is de-
cided randomly for each video. The subject has consented to the
use of these images.

uncontrolled sequences pose many challenges to gait recog-
nition, such as severe turbulence, changes in illumination,
extreme altitudes and viewpoints. Because the camera can
be at a large distance from the subject, the quality of the
image can not be guaranteed in such in-the-wild data. One
of the important challenges in uncontrolled sequences is oc-
clusion, where the input itself may be partially blocked due
to an obstruction between the subject and the camera. Gait
recognition identifies subjects by observing the correlations
between the motion of different body parts, and when some
of these body parts are blocked from view, it can be difficult
to extract a unique gait signature. We aim to address this
problem of occlusion in this work.

Occlusion has been relatively well studied in the Per-
son Re-ID field, with large scale datasets specifically tar-
geting occlusion [33, 34, 36]. With only one occluded gait
dataset [10], that too captured in controlled conditions, oc-
clusion has not yet gained the attention it deserves within
the gait recognition community. Due to the lack of a large
scale outdoor occluded dataset, many methods either work
on small data collected on their own [24] or simulate occlu-
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sions on holistic datasets [4,27,30].

Current gait recognition techniques assume the availabil-
ity of the complete body to extract features and extract cor-
relations between the motion of different body parts. When
the frame is partially occluded, these correlations get cor-
rupted as the model looks for missing body parts. To ad-
dress this issue, some attempts have been made for devel-
oping algorithms for occluded gait recognition using gen-
erative models [4,27] which complete the occluded frames.
However, generative models can often hallucinate unneces-
sary or irrelevant details. [30] uses 3D human mesh model-
ing and predicts the locations of the occluded body parts by
further computations on the SMPL [16] features. However,
3D mesh modeling is not reliable from low-quality data cap-
tured in uncontrolled environments, which can further cor-
rupt the predictions.

To tackle these issues, we propose a novel method for oc-
cluded gait recognition with intrinsic occlusion type aware-
ness. Our method can be integrated into potentially any
state-of-the-art gait recognition model to enhance perfor-
mance in occluded scenarios. We argue that occlusion type
awareness is important to generate discriminative gait sig-
natures from partial, occluded inputs. Without such occlu-
sion awareness, the gait recognition model would try to look
for body parts which might not even be present in the in-
put at all - leading to the corruption of the gait signature.
Thus, we propose an auxiliary occlusion detection module,
which is able to inject occlusion relevant information into
the network. The occlusion detector is trained for the occlu-
sion classification task on a variety of different occlusions
as shown in Figure 1. This information is later used to guide
the gait recognition backbone. Our experiments show that
embedding such occlusion aware encodings into the net-
work improves the gait recognition performance on chal-
lenging outdoor datasets like BRIAR [3] and GREW [35].

In summary, our main contributions are as follows:

* We propose a novel model-agnostic, occlusion aware
method for gait recognition in uncontrolled environ-
ments which can be used with potentially any state-of-
the-art method to enhance performance under occlu-
sion.

* We design an auxiliary occlusion detection module to
generate occlusion encodings and show that they con-
tain useful information which can facilitate learning
of effective discriminative features for occluded gait
recognition.

* Through extensive experimentation, we explore vari-
ous approaches to effectively utilize this occlusion in-
formation to optimize model training under occlusion
scenarios.

2. Related Work

Gait Recognition has traditionally been done using
wearable sensors [14] which capture various aspects of hu-
man movement like speed, stride length and body pos-
ture. With advances in computer vision techniques, focus
has shifted to vision-based methods where gait recognition
is performed directly using videos of the subject captured
from camera sensors at a distance [0, 13, 19, 22, 23, 26].
Within vision based methods, most fall under the cate-
gory of either skeleton-based [19,26] or appearance-based
[6, 13]. Skeleton-based methods extract human keypoints
and use the motion of these keypoints to extract fea-
tures. They rely on the performance of pose estimation
techniques, which may not work as well on low-quality
data captured from long range. Appearance-based meth-
ods, which generally rely on silhouette masks, employ a
sequence of 2D and 3D CNNs to capture spatio-temporal
information and extract gait-relevant features. Appearance-
based methods usually outperform skeleton-based methods
[26], and they have almost saturated performance on in-
door datasets like CASIA-B [32]. More challenging out-
door datasets like GREW [35] and BRIAR [3] have been
collected to further advance research in this domain. []
shows that existing models do not achieve desirable perfor-
mance when applied directly to these datasets because of
challenges like atmospheric turbulence, changes in illumi-
nation and occlusions unique to these datasets.

Occluded Person Re-ID has been a relatively well-
studied field, with large scale datasets and techniques [2,

,27,31,36]. Some works simulate different types of occlu-
sions in clever ways to train their networks [2, 31], while
others generate body-part based representations to handle
cases when some parts are missing [25]. However, most of
these methods do not utilize any information about the type
of occlusion in the input. Some works like [7] identify the
missing body parts using an occlusion awareness score as
part of their architecture, which can work for an image but
can not be easily extended for the video modality where the
occlusion can change dynamically. On a related note, [15]
computes a quality metric for multiple frames and uses this
information to combine frame-wise features. However, the
model itself does not become quality aware since this infor-
mation is used only in the aggregation step.

Person Re-ID methods can work well when we have just
a single image, but gait recognition relies on temporal infor-
mation if it is available. Hence, we discuss Occluded Gait
Recognition next.

Occluded gait recognition has not seen much progress,
especially for outdoor, in-the-wild scenarios, mainly due to
the lack of a large scale dataset targeting the problem. Most
methods work using synthetic occlusions [1,4,17,18,27,30].
Some attempts have been made to complete the occluded
portions of the input sequence using generative models
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[4,27]. However, generative models can often hallucinate
unnecessary and irrelevant details. [17] generates a train-
ing matrix of gait features for different occlusions and uses
it during verification. [4] performs binary classification on
the input sequence to detect any occlusions and later re-
constructs the Gait Energy Image [9]. However, the type
of occlusion is not considered during reconstruction. Works
like [1, 18] try to generate better GEI variants for occlusion,
but fail to utilize the temporal information effectively in the
process of generating the GEI. Some other methods [30]
identify and predict the positions of missing body parts in
the input using 3D mesh modeling, but they require high
quality data which is not always available in outdoor scenes;
subsequent prediction of missing keypoints from a noisy
mesh model may lead to more errors.

To tackle the shortcomings of existing methods, we
present an occlusion aware approach for performing gait
recognition, which can be used with potentially any state-
of-the-art method to enhance performance in outdoor, in-
the-wild conditions. We describe our method in detail in the
next section.

3. Method

The main aim of this work is to show that occlusion-
guided training yields better results when training a gait
recognition network on occluded data. Given a (possibly
occluded) video sequence V' = {vi,vq,..v5} of size
f x H x W for subject 7, the goal is to find an identify-
ing gait signature y; for the subject which may be used for
downstream tasks.

Our approach can be divided into four main steps: 1) The
preprocessing stage, where we extract silhouette masks and
introduce synthetic occlusions in the videos; 2) The occlu-
sion detector pretraining step, where we train the occlusion
detector D on the classification task with synthetic occlu-
sions; 3) The gait recognition backbone JF, which extracts
gait features from the input; and 4) The Occlusion Aware-
ness Module M, which generates occlusion aware features
and inserts them into the backbone. An overview of these
components is described in the next section.

3.1. Overview

An overview of the proposed method is shown in Figure
2. To ensure that only gait is captured, we first preprocess
V% to generate silhouette masks if the original video belongs
to RGB or grayscale modality. Next, we pass the masked
video to the occlusion detector D, which outputs the oc-
clusion aware feature [ containing information about the
type of occlusion in the video. In a parallel branch, the gait
recognition backbone F is also fed the preprocessed video
V%, The occlusion feature §3 is inserted in the intermediate
layers of F to guide the feature generation and generate an
occlusion aware gait signature .

3.2. Preprocessing and Synthetic Occlusions

To ensure that only gait is captured, we extract silhou-
ette masks from the RGB videos using Detectron2 [29]
for the BRIAR dataset which has RGB videos. We adopt
the widely used method of centering, cropping and resizing
these masks as done in [5].

We train the occlusion detector and the gait recogni-
tion backbone on various kinds of synthetic occlusions, as
shown in Figure 1. To simulate occlusion, consistent black
patches are placed on the input frames of a video. To better
model practical scenarios, the amount of occlusion is cho-
sen randomly between a range R. Where the frame’s top or
bottom half is completely blocked out, we resize the visible
part of the subject to the complete frame to simulate how
the occluded subject would be detected during real occlu-
sions. Overall, we use eight broad categories of synthetic
occlusions; placing a black patch on any of the four corners
of the frame (#1-#4), removing a random portion of the top
or bottom part of the frame (#5-#6), or removing the left
or right half of the frame (#7-#8). These eight categories of
occlusion along with the non-occluded category give a total
of nine classes the occlusion detector D is trained on. While
it is possible to train the occlusion detector on more occlu-
sions classes, we feel that it is not practical to train it on
every possible occlusion type. As described in Section 3.3,
we discard the classification head of the occlusion detec-
tor and use only the penultimate features which can contain
relevant information even for unseen occlusions.

3.3. Occlusion Detection Module

The occlusion detector D is a convolutional neural net-
work which is trained to classify the type of occlusion in the
input video V. It consists of three convolutional layers and
two additional linear layers, with the final layer classifying
the video into nine classes - for eight types of occlusions
and the non-occluded case. The network is trained on this
classification task using the cross entropy loss.

The occlusion detector is trained separately from the
gait recognition backbone. During its training, the classifier
head is used for loss calculation. However, when D is used
to guide the training of the gait recognition backbone F in
the next step, this classifier head is removed. It is important
to note that the weights of the occlusion detector are frozen
when F is being trained, to ensure that D does not lose its
intrinsic occlusion awareness.

When guiding F, the occlusion detector can operate in
two modes - 1) Cumulative occlusion detection and 2) Tran-
sient occlusion detection, depending on the position of in-
serting of /3 in the backbone. In the cumulative mode, the
occlusion detector outputs a single occlusion feature for the
whole video. In the transient mode, the occlusion detector
outputs different occlusion features for each frame in the
input V. In summary, the occlusion detection module per-
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Figure 2. An overview of the proposed approach. First, silhouette masks are extracted from input video frames in the preprocessing step.
Next, the video is synthetically occluded. This video is passed through the occlusion detection module to give occlusion aware embeddings
B, which are subsequently used to guide the gait recognition backbone F in generating occlusion aware gait signatures ~y. It is important
to note that the occlusion detection module is frozen during training of F to preserve its occlusion awareness.

forms the following computation:
B =DV (1)

where [ is the occlusion aware feature containing informa-
tion about the occlusion type in the video V*. If D is oper-
ating in the transient mode, the features are denoted by 3;,
which consists of the output of D for every frame. On the
contrary, if D is operating in the cumulative mode, the fea-
tures are represented by 3. and denote the output of the oc-
clusion detector averaged across the temporal dimension. In
our experiments, we observe that the position where we in-
sert 3. into the backbone utilizes occlusion awareness more
effectively than the position we insert [3;.

3.4. Gait Recognition Backbone

The Gait Recognition backbone JF can potentially be any
state-of-the-art network for gait recognition. Though state-
of-the-art models can take occluded videos as input without
any change, they assume the visibility of the entire body. As
a result, the performance is impacted when complete gait
information is not present since the network is not able to
capture the correlations of movement between the visible
and occluded body parts.

To address this problem, we use the occlusion detec-
tor D to guide the training process of F. Occlusion aware
features are inserted into the forward pass of F so that it
can identify the missing body parts and calculate the cor-

relations between the visible and occluded portions accord-
ingly. The occlusion aware features are provided by the oc-
clusion awareness module M, as described in the next sec-
tion.

3.5. Occlusion Awareness Module

The occlusion awareness module M is used to insert oc-
clusion information into the gait recognition backbone F. It
takes the output of the occlusion detector 3, and combines
it with intermediate features in F; this is used to guide the
gait recognition backbone. Both F and M are trained to-
gether end to end, while weights of the occlusion detector
D are frozen. The generation of occlusion aware features is
described by the following equation:

X = M(X,B) 2)

where X is the intermediate feature computed by F, 3 is
the occlusion awareness feature from D, and X " is the new
occlusion aware intermediate feature which is replaced by
X in the backbone. Thus, occlusion information is injected
into the forward pass of F by the occlusion awareness mod-
ule M according to Equations 1 and 2.

We experiment with different functions for M as de-
scribed in Section 5.3, namely adding ( to X, concatenating
X and (3 and passing them through a learnable transforma-
tion, and choosing different positions of X from the back-
bone. We find that introducing a learnable layer in the inter-
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Figure 3. Some sample frames taken from the GREW [35] dataset.
Only the silhouette masks have been publicly released due to pri-
vacy concerns.

Figure 4. Examples of original video frames taken from the
BRIAR [3] dataset. The leftmost column shows images taken from
the indoor sequences used in the gallery set. Next columns have
images taken from 100m, 200m, 400m, 500m, and elevated angle
respectively for the same subject. [llumination changes and turbu-
lence make the task challenging. These subjects have consented to
use of these images in publication.

mediate layer of F to insert X /, which we call the Deferred
Concat method, yields the best performance.

4. Experiments

4.1. Datasets

BRIAR [3] is a recently collected outdoor dataset con-
taining many challenging variations in clothing, illumina-
tion conditions, viewpoints, distances and altitudes. Videos
are captured at multiple distances from different camera
sensors, including some aerial videos. Some videos are cap-
tured in controlled environments from high quality cameras
as well, and these are used as gallery sequences during eval-
uation. The outdoor videos captured from long range and
UAVs are of low quality because of atmospheric turbulence
and are used as the probe set. Furthermore, the clothing of
the subjects is different in the gallery and probe. Our sub-
set of the BRIAR dataset contains a total of 212 training
subjects and 90 test subjects, both sets being mutually ex-
clusive. Some examples of the original frames taken from
BRIAR are presented in Figure 4. Additional details have
been included in the supplementary material.

GREW [35] is a large scale publicly available dataset
for gait recognition, comprising of 20,000 subjects in the

training split and 6,000 in the testing split. The dataset is
captured from in-the-wild videos in a variety of conditions
from multiple different cameras with varying viewpoints.
Only the preprocessed silhouettes are publicly available due
to privacy concerns. Some example frames from the GREW
dataset are shown in Figure 3.

4.2. Data preprocessing

To ensure that only gait is used and appearance features
are filtered out, we calculate segmentation masks using De-
tectron 2 [29] on all the input frames for the BRIAR dataset.
We crop, centre and resize all these silhouette masks to a
standard H x W = 64 x 64 size.

For the GREW dataset, we follow the widely adopted
preprocessing technique as in [5], where we crop the im-
ages to include only the bounding box around the subject
and resize it to 64 x 64. Since the GREW dataset is already
in the form of silhouette masks, we do not run any segmen-
tation model on it.

4.3. Backbones and Baselines

We experiment with three different state-of-the-art mod-
els for our backbone F, namely GaitGL [13], GaitPart [6]
and GaitBase [5]. All of these are CNN-based networks. We
use the implementations of these models from the Open-
Gait [5] repository. All backbones are trained using a part-
wise triplet loss as done in [5], with GaitGL and GaitBase
having an additional cross-entropy loss.

We perform experiments with two different types of
baselines as mentioned in Tables 1 and 2. Baseline-1 is
when we train the backbone F on complete videos of the
subjects without any occlusion, and perform zero-shot eval-
uation on occluded sequences. Baseline-2 has these same
architectures which are trained and evaluated on similar
kind of synthetically occluded data.

4.4. Implementation Details

The gait recognition backbone F accepts a video of sil-
houette masks. We set the size of the input frames to 64 x 64.
During training, we also fix the number of input frames f to
30 during training. The occlusion detection module outputs
an occlusion aware embedding f for the video. Depending
on the mode of operation of the occlusion detection module,
[ can be a single 1-D vector of size 64 (in the cumulative
mode), or a 2-D vector of size f x 64, where f is the number
of frames in the input (in the transient mode). [ is later fed
into F at different positions as described in Section 5.3.

We use the PyTorch [20] framework to conduct our ex-
periments. We use the backbone models provided in the
OpenGait [5] repository. We train our baselines and occlu-
sion aware models with the Adam optimizer [12], a learning
rate of 0.0001 and a batch size of (8, 8) for training GaitGL
and GaitPart and (32, 4) for GaitBase.
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4.5. Evaluation

BRIAR [3] dataset provides the evaluation protocol in
terms of the gallery and probe set split. The gallery set
consists of high quality controlled videos captured indoors,
while the probe set contains more challenging outdoor con-
ditions. More details about the evaluation protocol have
been included in the supplementary material. We compute
the top-K rank retrieval accuracy at different distances for
evaluation on BRIAR.

For the GREW [35] dataset, we follow the standard pro-
tocol mentioned in Section 4.1, and follow [5] for comput-
ing top-K rank retrieval accuracy.

Multiple evaluations: Since our evaluation results are
based on randomly chosen occlusions, we repeat the evalu-
ation ten times and report the mean and the standard devi-
ation across these multiple runs to check the effect of ran-
domness in our main experiments.

5. Results and Discussion
5.1. Occlusion Detector

The occlusion detector is trained separately from the
backbone F for classifying the occlusion type. It is able
to identify the correct occlusion type with 98% accuracy on
the BRIAR test set. We only train it on the relatively smaller
BRIAR dataset and use it directly for our experiments with
GREW to demonstrate its robustness across domains for the
task of occlusion detection. Additional cross-domain eval-
uation results for the occlusion detector are included in the
supplementary material.

5.2. Occlusion Aware Gait Recognition

Our results are summarized in Tables 1 and 2. Baseline-
1, which refers to zero-shot evaluation on occluded se-
quences, generally performs the worst since the model has
never seen occluded sequences during training. Baseline-2
performs slightly better but is still not optimal, since it is
difficult for a single network to work on different occlusion
types on its own. Our results show that using an auxiliary
occlusion detector to introduce occlusion awareness helps
the model to generate better identity features under occlu-
sions.

Our results also show that even though occlusions are
chosen randomly during evaluation, the results are mostly
consistent across multiple evaluations, with the exception of
the aerial condition on BRIAR which deviates significantly
from the mean. This is because only thirty subjects have
aerial videos out of the ninety test subjects, and the small
dataset size causes randomness to become a larger factor in
evaluation.

We also observe that Baseline-1 performs better than
Baseline-2 for the GaitGL backbone. Since these are data-
driven methods, we do not have a proper explanation for this

behavior; this may be because it is difficult to optimize the
slightly larger GaitGL model on the turbulent BRIAR data
with synthetic occlusions. However, the occlusion aware
network still performs better than both the two baselines.

5.3. Analysis and Ablations

We perform various experiments to analyze the perfor-
mance of the model with different occlusion awareness
methods and on different occlusions. All experiments in this
section are done using the GaitGL backbone on the GREW
dataset, unless stated otherwise.

5.3.1 Optimal location for occlusion awareness
In this section, we experiment with variants of the occlusion
awareness module M to identify the optimal method for in-
troducing occlusion awareness in the backbone and produc-
ing the features X ". The results are presented in Tables 3
and 4, and are discussed in this section.

Guided Add: The first variant we tried adds the outputs
of the occlusion detector directly to the second convolution
layer of the CNN-based backbone, as described by:

X/=X+5t 3)

where [3; means that the occlusion detector operates in the
transient mode, generating a 3 feature for each frame. How-

ever, we observe that this method does not perform well.
Even though f3; contains occlusion information, it may not
be directly compatible to be used with the backbone fea-
tures X as they come from different networks. Hence, we
introduce a learnable transformation over these features in
the next experiment to make the features compatible.

Learnable 3DConv: In this variant, instead of adding X
and [, they are concatenated across the channel dimension
and passed through a learnable 3D convolutional layer. It
is important to note that the occlusion detector is still not
trained, but an additional transformation layer is introduced
so that both X and (; become compatible, resulting in better
performance. This method is described by:

X' =M(X @B 4)

where @ denotes the concatenation operation across the
channel dimension and the occlusion awareness module M
is a learnable 3D convolutional layer.

Deferred Concat: Here, we experiment with a different
position to introduce occlusion awareness in the backbone.
Specifically, we introduce the occlusion aware features at
the HeadO layer of GaitGL and GaitPart, and FCs layer of
GaitBase, as defined in the OpenGait repository [5]. These
layers are one of the deeper layers of the network, which
is why we call this method Deferred Concat. We follow a
similar procedure as Learnable 3D Conv, concatenating the
output across the channel dimension as shown by:

X =M(X®a8B) (5)
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Backbone Method 100m 400m 500m Elevated Angle Aerial
Rank-1 Rank-20 Rank-1 Rank-20 Rank-1 Rank-20 Rank-1 Rank-20 Rank-1 Rank-20

Baseline-1 1634 £1.934 5034 £2.538 | 13.72+£1.263 48.98 £2.940 | 1096 £ 1.422 4633 £3582 | 14.06 £ 1.394 48.17+£3.329 | 1476 £7.680 49.84 + 15.409

GaitBase [5] Baseline-2 2450+ 1738 83.59 £ 1.661 | 20.00 £2.070 78.67 £ 1.829 | 16.62+£1.925 7539+2.128 | 24.60 + 1.277 79.30 + 1.242 | 23.81 £6.809  71.59 + 7.185
Occlusion Aware | 31.99 +2.593  86.63 + 1.591 | 24.79 + 1.875  80.89 + 1.665 | 23.38 + 1.765 78.60 + 1.915 | 29.58 £ 0.865 8232 +0.837 | 32.38 +5.226  78.57 + 5.418

Baseline-1 1276 £ 1434 6324 £2.094 | 643+0984 53.39+3338 | 6.62+1439 S51.74+£2.130 | 9.12+£0.843 5694+ 1.091 | 9.37+2.879  59.84 +7.206

GaitGL [13] Baseline-2 1158 + 1186 65.60 +2.586 | 5.19+1.357 5021 £2.281 | 431£0.828 50.17£2219 | 752+£0.640 59.11+£2.024 | 4.60+3.363  65.08 + 10.836
Occlusion Aware | 34.66 + 1.549  §1.81 + 1.485 | 20.14 + 1.366  70.00 + 1.729 | 16,90 + 1.546  70.91 £ 2.204 | 26.72 £ 1.506 7529 + 1.232 | 26.83 + 8.413  81.27 +3.237

Baseline-1 46510717 4541+ 1.186 | 23240414 3449+ 1472 | 221£0.673 3503+ 1519 | 3.85+£0.661 43.00+1.201 | 4.60+3.131  50.63 +5.958

GaitPart [6] Baseline-2 1255+ 1424 7312+ 1871 559£0940 S1I8+£2515 | S5.14+£1.230 4881 +£1.970 | 9.14+0.617 64.49+2.397 | 1016 +£5.079  77.14 £5.776
Occlusion Aware | 21.17 £ 1913 78.80 + 1.956 | 11.58 + 1.146 66,91 + 1.420 | 11.57 £ 1.303 65.35 £2.302 | 1559 £0.977 7272+ 1400 | 11.59 +5.769  75.87 + 6.098

Table 1. Comparison of the baselines and occlusion aware networks on the BRIAR [3] dataset on synthetic occlusions. Rank-K retrieval
accuracies averaged across ten evaluation runs are reported for different ranges along with the standard deviation. Baseline-1 is zero shot
evaluation on occluded data, Baseline-2 is the network which has seen synthetic occlusions during training. We can see the training on

synthetic occlusions with occlusion awareness performs the best for occluded data.

Backbone Method Rank-1 Rank-5 Rank-10 Rank-20

Baseline-1 15.15£0.263 25.34 +£0.437 30.67 £ 0.465 36.41 + 0.385

GaitBase [5] Baseline-2 27.26 £0.554 42.66 £0.478 49.81 £0.425 57.08£0.476
Occlusion Aware | 34.57 £ 0.522 50.73 £ 0.486 57.93 + 0.488 64.82 + 0.396

Baseline-1 5.95+0.327 1040+0.313 1297 £0.316 15.78 £0.370

GaitGL [13] Baseline-2 10.59 £ 0.177 20.73 £0.319 26.96 + 0.435 34.40 + 0.523
Occlusion Aware | 13.77 £ 0.280 25.91 £ 0.383  32.70 + 0.506 40.60 + 0.594

Baseline-1 5.18 +0.237 9.99 +0.375 12.76 £0.359 16.00 £ 0.396

GaitPart [0] Baseline-2 871 +£0.323 18.11 £0.423 23.79 £0.442 30.56 £ 0.399
Occlusion Aware | 13.77 £ 0.441 25.84 + 0.329 32.42 + 0.484 39.90 + 0.627

Table 2. Comparison of the baselines and the occlusion aware networks on the GREW [

] dataset after introducing synthetic occlusions.

Rank retrieval accuracies averaged across ten evaluation runs are reported along with the standard deviation. We can see that occlusion

awareness helps across different backbones.

where X are the features taken from the deeper HeadO or
FCslayer and X " are the obtained occlusion aware features.
Since these are flat layers, M is also a learnable fully con-
nected layer. Since this layer does not contain any temporal
information, the occlusion detector operates in the Cumu-
lative mode in this method, generating a single occlusion
feature for the entire video denoted by 3.. We observe that
this performs better than Learnable 3D Conv, and we think
it is because occlusion awareness may be more useful in the
later layers when the network looks at the global scale of
the image, instead of the earlier low level layers.

Deferred Concat + 3D Conv: In this experiment, we
inject occlusion information at multiple points in the back-
bone F. To do this, we combine both the above two meth-
ods, namely Learnable 3D Conv and Deferred Concat. We
observe that performance actually deteriorates compared to
using just the Deferred Concat method, as the model can get
distracted with too much occlusion information.

Complex Deferred Concat: In this experiment, we add
an additional linear layer to the deferred concat aware-
ness module M to increase the complexity of the occlusion
aware features X . For the GREW dataset, we observe that
this improves performance, but not for the BRIAR dataset.
We think this is because the larger GREW dataset requires

more complex representations of occlusion awareness be-
cause of its larger size, but the complex model may overfit
on the relatively smaller BRIAR dataset.

5.3.2 Optimal location across backbones

All experiments in the previous section were performed us-
ing the GaitGL [13] backbone. Here, we experiment with
another backbone to see if the observations about the opti-
mal location for occlusion awareness hold true across differ-
ent gait recognition models. Thus, we perform another ex-
periment with GaitPart [6], the results of which are shown in
Table 5. We observe that the Deferred Concat method still
works better. We conjecture that for arbitrary CNN back-
bones, inserting occlusion aware features would work bet-
ter in the later layers since the model can extract local level
features in the earlier layers and consolidate these with oc-
clusion awareness in the later layers.

5.3.3 Generalization to unseen occlusions

We train and evaluate our models on a fixed set of broad
occlusion types, since we feel that training a model on all
possible occlusion types is not practical. We try to verify
whether this approach generalizes to different occlusions
by evaluating these trained models directly on unseen oc-
clusion types. Specifically, we evaluate our approach on
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Occlusion Awareness Method 100m 400m 500m Extreme Angle Aerial
Rankl Rank20 | Rankl Rank20 | Rankl Rank20 | Rankl Rank20 | Rankl Rank20
Guided Add 21.31 82.76 12.36 70.47 13.38 71.97 16.65 73.55 15.87 60.32
Learnable 3DConv 27.3 81.05 14.15 72.39 13.38 74.31 21.37 73.55 19.05 82.54
3D Conv + Deferred Concat 15.52 73.23 7.28 58.79 5.1 52.65 9.8 65.54 3.17 74.6
Complex Deferred Concat 32.44 79.87 16.48 67.03 14.86 66.45 2591 75.6 31.75 87.3
Deferred Concat 34.58 82.12 21.15 70.19 18.47 70.91 25.73 78.27 28.57 82.54

Table 3. A comparison of different methods of injecting occlusion awareness into the gait recognition backbone, on the BRIAR [3] dataset.
We observe that the Deferred Concat method performs best and adding complexity to the occlusion awareness model may help in some
cases. Also, we see that too much occlusion information can distract the network as observed from the 3D Conv + Deferred Concat row.

Occlusion Awareness Method || Rank-1 Rank-5 Rank-10 Rank-20
Guided Add 7.73 16.27 21.57 28.23
Learnable 3DConv 8.13 17.47 22.92 29.77
3D Conv + Deferred Concat 11.73 22.05 28.78 35.88
Deferred Concat 13.9 26.2 32.68 40.68
Complex Deferred Concat 14.25 26.48 33.08 40.3

Table 4. A comparison of different occlusion awareness methods
on the synthetically occluded GREW dataset. Too much occlusion
information distracts the network as seen from the third row. The
Complex Deferred Concat method works better here because of
the larger size of the GREW dataset.

‘ Rank-1 Rank-5 Rank-10 Rank-20
Learnable 3D Conv | 12.45 25.07 31.60 39.40
Deferred Concat 13.93 26.00 32.73 40.33

Table 5. Inserting occlusion awareness in different positions in the
GaitPart backbone, evaluated on GREW. We observe that even in
GaitPart, occlusion awareness is more useful in the deeper layers
using the Deferred Concat method.

Method Synthetic Dynamic Occlusions Real Jagged Occlusions
Rank-1 Rank-5 Rank-10 Rank-20 || Rank-1 Rank-20
Baseline - 2 2075 34.00 39.87 45.85 4.94 51.33
Occlusion aware | 25.18 40.2 46.37 52.32 23.86 85.78

Table 6. Generalizability to unseen occlusions with the GaitGL
backbone with and without occlusion awareness. Synthetic dy-
namic occlusions are applied on GREW and real jagged occlusions
are used from BRIAR.

synthetic dynamic occlusions and also on real jagged oc-
clusions present in the BRIAR dataset. Descriptions about
these new occlusion types have been included in the supple-
mentary material. Our results, presented in Table 6, show
that our approach can generalize to unseen occlusions as
well. This is because even though D is trained on nine oc-
clusion classes, its penultimate layer can still contain oc-
clusion relevant information about which body parts are
present in the input. This occlusion awareness can be uti-
lized by the backbone to generate better features.

6. Limitation and Future Work

We demonstrate that occlusion type awareness helps in
generating more discriminative features for occluded gait
recognition. Our current method identifies the occlusion

type and passes along the information to guide the gait
recognition backbone. We believe that introducing changes
within the backbone architecture itself will help further
since their current design assumes the availability of the
full body. Additionally, we mostly deal with synthetic oc-
clusions in this work, and it is still not clear how well these
synthetic occlusions can simulate real world occlusions. As
such, datasets specifically addressing the occlusion problem
in gait recognition are needed to further advance research
in this area. Lastly, we only experiment with gait recogni-
tion methods on silhouettes. We believe that exploiting all
modalities and combining Person Re-ID and face recogni-
tion methods with gait recognition can improve recognition
performance and we leave this to future work.

7. Conclusion

Existing gait recognition methods are not effective when
occlusions are present in the input. Thus, in this work, we
propose a model-agnostic approach to introduce intrinsic
occlusion awareness into existing models to enhance their
performance in occlusion scenarios. We perform experi-
ments on the BRIAR and GREW datasets, both of which
contain uncontrolled outdoor sequences. We train a domain-
robust auxiliary occlusion detector and use it to inject occlu-
sion aware features into three different state-of-the-art gait
recognition backbones. We find that occlusion awareness is
best used in the intermediate layer of the backbones. We
compare our method with two different baselines and con-
clude that intrinsic occlusion awareness can help in increas-
ing performance on occluded gait recognition.
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