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Abstract

Deep learning-based solutions for semantic segmenta-
tion suffer from significant performance degradation when
tested on data with different characteristics than what was
used during the training. Adapting the models using an-
notated data from the new domain is not always practical.
Unsupervised Domain Adaptation (UDA) approaches are
crucial in deploying these models in the actual operating
conditions. Recent state-of-the-art (SOTA) UDA methods
employ a teacher-student self-training approach, where a
teacher model is used to generate pseudo-labels for the new
data which in turn guide the training process of the student
model. Though this approach has seen a lot of success, it
suffers from the issue of noisy pseudo-labels being propa-
gated in the training process. To address this issue, we pro-
pose an auxiliary pseudo-label refinement network (PRN)
for online refining of the pseudo labels and also localizing
the pixels whose predicted labels are likely to be noisy. Be-
ing able to improve the quality of pseudo labels and select
highly reliable ones, PRN helps self-training of segmenta-
tion models to be robust against pseudo label noise prop-
agation during different stages of adaptation. We evaluate
our approach on benchmark datasets with three different
domain shifts, and our approach consistently performs sig-
nificantly better than the previous state-of-the-art methods.

1. Introduction

Semantic segmentation, a well-studied computer vision
task, has seen significant advances with deep neural net-
works in the last decade [5, 14, 36, 39, 50, 58]. In prac-
tice, these models rely strongly on large-scale annotated
datasets for training. However, the characteristics of the
datasets used for training could be significantly different
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from those in the actual operational scenarios, e.g., changes
in camera sensors, and lighting conditions. When there
is a distribution shift between train (i.e., source) and test
(i.e., target) sets, model accuracy often degrades dramati-
cally [8,9,29,44]. Creating new annotated datasets for
retraining is costly, especially for per-pixel annotation.

To alleviate this issue, various UDA approaches have
been developed over recent years, which focus on adapting
models trained from a source domain to target domains with
unlabeled data [9, 15, 19, 56]. For example, many bench-
mark manually annotated outdoor driving semantic segmen-
tation datasets (e.g., Cityscapes [7] daytime driving dataset,
SYNTHIA [33] synthetic driving dataset) are available to
train high-performing neural network models for the source
domain, but only unlabeled data is available for the target
domain (e.g., nighttime driving dataset Dark Zurich [34]).
State-of-the-art UDA semantic segmentation techniques of-
ten use a teacher-student self-training approach, iteratively
training a student model with pseudo-labeled target data
generated by a teacher model [4, | 5,40]. While self-training
approaches have demonstrated their effectiveness, they suf-
fer significantly from the erroneous model prediction prop-
agation issue, i.e., confirmation bias [38,53]. Pseudo-labels
are very likely to be noisy especially during the early stages
of training due to the source-target domain gap. If the issue
is not addressed, it consequently leads to corrupted models
with degraded generalization performance.

We propose to train an auxiliary neural network model
for refining the pseudo labels. Our proposed pseudo-label
refinement network (PRN) is trained to serve two main pur-
poses: it refines noisy pseudo labels, improving their qual-
ity, and localizes potential errors in pseudo labels by pre-
dicting a binary mask for challenging pixels (that are likely
to have incorrectly predicted labels). The first task focuses
on correcting pseudo-labels, while the second task helps in
pseudo-label selection. Note that it is possible to just carry
out the first task and to select pixels with maximum soft-
max probability (of corrected segmentation logits) below a
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selected threshold as the erroneous pseudo labels. How-
ever, the performance of such a naive approach would be
very sensitive to the selected threshold. Moreover, it is ev-
ident that the first task is class-specific, whereas the sec-
ond is class-agnostic. Therefore, we train our model specif-
ically for the task of pseudo-label error mask prediction,
which also helps to learn effective representations to cor-
rect erroneous pseudo labels. PRN minimizes confirmation
bias, making self-training for semantic segmentation mod-
els more robust against noisy pseudo-labels.

Our PRN model takes the noisy segmentation logits from
the teacher decoder and image features from the teacher en-
coder as the input and predicts the refined logits and the
noise mask. This ability of our model is achieved by em-
ploying a novel training strategy using Fast Fourier Trans-
form (FFT) based perturbations. Fourier transformation
can be applied to decompose any signal (e.g., RGB image,
features, logits) to amplitude (i.e., intensities or style) and
phase (i.e., spatial positions or semantics) components [31].
We perturb the amplitude of source image segmentation
logits using the amplitude of a random target image to ef-
fectively introduce noise while preserving object structure,
facilitating effective learning of the PRN model. It allows
the use of ground truth (GT) labels for the source data as
supervision for the model, while style information from the
target domain also acts as training inputs through perturbed
logits. We also train our model using target domain data
(perturbed with source style) with a similar process. Since
access to target GT labels is not available, pseudo-labels of
unperturbed target logits are used as supervision. This train-
ing strategy helps the model learn robust features across do-
mains to effectively refine target pseudo-labels.

Contributions: Our work aims to tackle the propaga-
tion of noisy pseudo-labels in the training process. It has
two main contributions. The first is a new pseudo-label re-
finement module that learns to predict the refined pseudo
labels as well as the error mask containing the information
about noisy labels. Our approach is different from previous
approaches that rely on threshold-based selective pseudo-
labeling. We also developed a novel training strategy using
FFT-based perturbations that enables us to achieve the de-
sired behavior of the refinement module. As the second con-
tribution, our framework outperforms SOTA methods sig-
nificantly in three UDA segmentation benchmarks, covering
normal-to-adverse weather and synthetic-to-real adaptation.

2. Related Works
2.1. Unsupervised Domain Adaptation

A number of unsupervised domain adaptation tech-
niques [8, 10] have been developed for reducing the do-
main gap between the source and target data, specifically
for the semantic segmentation task. For example, Dis-

tribution Discrepancy Minimization [3] seeks to minimize
the distribution discrepancy between source and target do-
mains in some latent feature space. Curriculum learn-
ing [25, 34, 57] has also been used for domain adaptation
which involves learning easier tasks before more complex
tasks. Self-ensembling [6,30,43] uses an ensemble of mod-
els, and exploits the consistency between predictions un-
der some perturbations. Adversarial training [18, 52, 54] is
another popular approach that achieves the same goal by
training with both clean and adversarial samples. Recently,
self-training has been the most popular method for UDA
[4,15,16,21,23,24,40,48,61], in which the pseudo-labels
are generated for the target-data (typically by a teacher
model) and then used to train the target domain model. This
approach has shown SOTA performance for the UDA se-
mantic segmentation task. However, it generally suffers
from the presence of significant noise in the pseudo-labels.

2.2. Pseudo Label Refinement

The potential existence of noisy pseudo-labels in the
self-training method is likely to result in subpar perfor-
mance [2]. Hence, the key concept for these methods re-
volves around producing dependable pseudo-labels. Some
works in semi-supervised learning address this by employ-
ing a neural network module to rectify pseudo-labels or
identify errors [20,22,27]. In their context, both labeled and
unlabeled data stem from the same domain, allowing the re-
finement module to be trained using labeled data. However,
it is not applicable to UDA, where labeled and unlabeled
data pertain to distinct domains. Among prior UDA se-
mantic segmentation works, most employ selective pseudo-
labeling (e.g., [37,47]). Some of the works [23, 48, 61]
rely on the softmax of the model output as a confidence
measure. [26] uses an adaptive confidence threshold that is
updated throughout the training, while [59] explicitly es-
timates the prediction uncertainty during training for filter-
ing. CBST [61] employs category confidence for generating
balanced pseudo labels. MetaCor [ 13] models the noise dis-
tribution of the pseudo-labels to enhance the generalization
ability of the model on the target domain. ProDA [56] uses
online-estimated class-wise feature centroids to rectify la-
bels, by aligning soft prototypical assignments for different
views of the same target.

We present a novel FFT-based strategy for training an
auxiliary PRN module to effectively refine pseudo-labels.
By training the refinement module using perturbations in
source and target logits, tied to style and semantics, our ap-
proach facilitates the adept refinement of noisy target pre-
dictions. This continuous learning process enhances the stu-
dent model’s representation using more precise labels from
the target domain. In contrast, prior works lack an explicit
noise-handling strategy to address domain gap, leading to
potentially subpar models with low-quality pseudo-labels.
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3. Methodology

We first discuss the baseline self-training UDA method.
Then, we discuss UDA with our proposed pseudo-label re-
finement neural network model and provide the details of
our FFT-based perturbation approach to train the model.
Next, we discuss two additional components (i.e., con-
trastive learning, and Fourier-based style adaptation) of our
framework which help to further improve the quality of our
models. Finally, we discuss the overall loss function.
Problem Setting: Let, Ds = {(z%,4%)}2, be the source
domain dataset with Ny labeled samples where y& denotes
the one-hot ground-truth (GT) per pixel label for image mg
Here, 2t € R¥>*W and yi € {0, 1}XWXK_(H W) is the
image resolution and K is the number of classes. We also
have a target domain dataset Dt = {(z%}2, containing
N+ images without ground-truth labels. Ds and D share a
common set of K classes. In UDA semantic segmentation,
the goal is to train a segmentation model Fy for the target
domain by utilizing the labeled set Dg from source domain
and the unlabeled set Dt from the target domain.

3.1. Self-Training (ST) for UDA

We can train a neural network model Fy with the avail-
able source domain images and labels employing super-
vised learning with a cross-entropy loss £3, on source do-
main images. £3, for i sample can be written as,

HxW K

L0 == 30 3 g Fy(ah) 0P ()
j=1 k=1

However, due to the domain gap, the model trained with
only source domain images with loss £2, is unlikely to gen-
eralize well to the target domain. To address the domain
gap, we adopt the self-training-based UDA technique as our
baseline [4,15,16,40,60]. In self-training, a teacher model
F is used for generating the pseudo-labels g% for target do-
main images. Pseudo-labeled target data is used along with
labeled source data for training the student model Fy itera-
tively, to adapt the model to the target domain. In general,
the semantic segmentation models Fy (£g, D) and Fy (Ey,
D) consist of a feature extractor (i.e., encoder &), followed
by a classifier predicting pixel-wise labels (i.e., decoder D).
The teacher model is updated using the exponential mov-
ing average (EMA) of weights of the student model after
each training step, which helps the teacher produce stable
predictions. The teacher weights ¢,, 41 at train step n + 1 is,

¢n+1 = 5¢n + (]- - 5)0717 (2
Here, (3 is a hyper-parameter to adjust the degree of change
in the model weights. The pseudo labels g% for target do-
main images are generated using the teacher model F.

g5 = arg max () L)k 3)
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Figure 1. Overview of the UDA self-training framework with the
proposed pseudo label refinement network (PRN). We consider the
PRN decoder to be fixed (i.e., stop gradient flow to PRN) when
calculating losses for training the student network.

These pseudo labels are also used to calculate an additional
cross-entropy loss £, to train the student model F to adapt
to the target domain. To minimize the effect of label noise,

the EZ;(” loss for target domain samples is weighted with

quality estimates of the pseudo labels [15, 16,40].
HXW K
i 2J,k) j
LI == 3 N gl log Fy(ah) VR @)
j=1 k=1

Here, n_iT (0 < n% < 1) is a confidence estimate of pseudo-
label 3. The labels are not always correct for the target

domain samples, and the modified £Z;(Z) loss takes that
into consideration. On the other hand, we are fully confi-
dent about the source domain labels (i.e., n=1) as they are

ground-truth and hence, ES( ") does not require any modifi-
cation. Following prior works [15,16], % can be calculated
as the percentage of pixels in the image with maximum soft-
max probability exceeding a threshold 7;.
HXW 4
Z g =><1

[max}"¢( ) 3k) > 7]

HxW

We also use augmented target data in training, which has
been shown to be effective in prior works [1, 15,40]. Data
augmentation helps to learn more domain-robust features
and thus improves generalization performance to unseen
data. We use color jitter, gaussian blur, and ClassMix [28]
as data augmentations following prior works [15,40]. Aug-
mented target samples are used in training the student
model, while the non-augmented target samples are used
by the teacher model to generate the pseudo-labels.
Despite adopting the strategies discussed above, ST ap-
proaches often suffer from the risk of training models that
generalize poorly due to error propagation from the mem-
orization of noisy pseudo labels (i.e., confirmation bias to-
wards errors). To alleviate this issue, we propose to train an
auxiliary pseudo-label refinement network (PRN) model f,,
that focuses on label refinement and label noise localization.
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Figure 2. Perturbed label generation and training of PRN model
on source data. A similar process is followed for target data as de-
scribed in Sec. 3.3. In (a), we show a segmentation map instead of
segmentation logits only for visualization purposes. We consider
the student network to be fixed when training the PRN decoder.

3.2. UDA with Proposed Pseudo Label Refinement

An overview of the UDA self-training framework with
the proposed pseudo label refinement network (PRN) is
shown in Fig. 1. PRN network is a decoder model D,
that takes in target image features from the teacher encoder
Ey(x%) and segmentation logits from the teacher decoder
Fg(x%). It outputs refined labels 7% and noise masks pf-.
Here, M(TZ ) is 1 if the pseudo-label of pixel j is predicted
to be noisy and 0 otherwise. Different from Eq. 5, we use
noise mask p% to calculate the confidence estimate 7.

HxW i,j
Lo =0
= HxW

(6)

The use of noise mask instead of segmentation logits, allows
us to avoid selecting a threshold (i.e., 71 in Eq. 5) for the cal-
culation of quality estimate. The target cross-entropy loss
£2 is modified by using g+ and 7j%.. The source cross-
entropy loss Efe(i) remains the same as the source labels are
GT and do not require any refinement. Based on the pre-
dicted target noise mask yi%, EZ;(U calculation can avoid the
difficult pixels for which the pseudo-label is predicted to be
noisy. We use noise masks in creating the augmented target
samples used for training the student model. For predicted
difficult pixels in a target image, a randomly selected source
image from the batch and corresponding GT labels are used
in place of the target image pixels and pseudo labels. Next,
we discuss how we train the refinement network in Sec. 3.3.

3.3. Training the PRN Network

The pseudo-label refinement network takes in
source/target image features as well as perturbed seg-
mentation logits and focuses on learning to predict
higher-quality segmentation labels and noise max pre-
dicting pixels for which pseudo labels are likely to be
erroneous. The model can be trained only using the labeled

source data via supervised learning. However, such a
model is unlikely to learn to effectively refine the target
image pseudo labels. We train the PRN model using both
source and target domain data using a novel FFT-based
perturbation strategy. Prior work [55] showed FFT-based
transfer to be effective as a pre-processing step for UDA
techniques. However, we consider FFT-based perturbation
as an integral part of the UDA self-training process.

First, we discuss how we perturb segmentation logits and
generate pseudo noise masks for calculating losses on the
source domain for training PRN. Fig. 2 provides a brief il-
lustration of the generation of perturbed source segmenta-
tion logits and PRN on source data. For source data, we
have the ground-truth (GT) source label available and we
use GT labels and predicted logits from the student network
to calculate the cross-entropy loss. We perturb the source
image segmentation logits using segmentation logits (from
the teacher network) of a randomly sampled target domain
image in batch. Based on the Fast Fourier Transform, the
low-level frequencies of the amplitude of source segmenta-
tion logits are replaced by that of the target domain image.
The perturbed segmentation logits are reconstituted using
modified amplitude and unaltered phase via the inverse FFT
(iFFT). Let’s assume, lg and [% are segmentation logits from
sampled source and target images. 7 and 7 denote the
amplitude and phase components of the Fourier transform
T of segmentation logits [¢. The perturbed logits l~§ calcu-
lation can be formalized as,

=T (M- TAUE) +(1=M)- TAWE), T (1)]) (1)
T 1 denotes iFFT. M, is a mask which is calculated as,

Me(hvw) = ]]-(h,w)E[—eH:EH,—eW:eW] 3

To perturb the low-frequency component, the value of M,
is set to 1 only for the center region and 0 otherwise. ¢
is a hyper-parameter (¢ € (0,1)) that controls perturbation
strength. In our experiment, we randomly select the e value
between 0.05 and 0.2. As the low-level spectrum (ampli-
tude) encodes style characteristics and the phase encodes
high-level semantics, the source logits are perturbed signif-
icantly without affecting the high-level semantics. By re-
fining source segmentation logits perturbed in this process,
we hypothesize our PRN model will learn to refine some
characteristics of target pseudo-label noise.

After applying the FFT-based perturbation discussed
above, the image’s semantic content remains the same
and we can use the available GT source label for train-
ing. The binary mask GT p& can be created by comparing
the original and perturbed logits (transformed to labels us-
ing argmax): Set to 1 for identical labels and O for oth-
ers. PRN uses this perturbed source segmentation logits
and source student encoder feature to generate refined seg-
mentation logits /& and noise masks ¢. Let, (I&,78) =
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D, (Ep(xk), 1%). To refine source labels, PRN is trained with
two loss components (i.e., (1) cross-entropy loss £ be-
tween refined segmentation label lS with GT source label
y& and (2) binary cross-entropy loss Ebce between predicted
noise mask ¢ and GT binary noise mask ,us)

HxW K

ERS Z Z y(L Jsk) IOg ( k) (9)

j=1 k=1

HxW

bce Z( 49) Jog(78) D)

= (10)
(1= ) log(1 - 7))

Next, we discuss the losses for training PRN on target do-
main data. For target data, we do not have access to ground-
truth labels. For reference, we use pseudo-label generated
from the refinement decoder with unperturbed target logits
from the teacher model. Since the target pseudo label at the
early stage of training can be noisy, we set a high thresh-
old 7 on selecting the pseudo labels. After the learning
rate warm-up period is over, we assume the model to have
some ability to localize the noise in the pseudo labels. Then,
we avoid the noisy parts of the target pseudo-label based
on the predicted error mask % when calculating the cross-
entropy loss for the target. Similar to Eq. 7, the perturbed
target segmentation logits l~’T are constituted by replacing
low-frequency part of its amplitude by the amplitude of seg-
mentation logits of a source image randomly sampled from
the batch. [ can be written as,

I =T (M TAIE)+A-Mo)- T4, TP (1)) (1)

PRN network takes in perturbed target logits and tar-
get feature from the teacher encoder, to output refined
target logits I% and noise mask 7%. Here, (I%,74) =
D, (Ep(x%),I%). The binary mask ground truth i-is again
created based on differences between the original and per-
turbed logits. Now, the cross-entropy loss £2T" and binary
cross-entropy loss [,bce for training PRN for target data re-

finement and error localization can be written as,

HxW K
(i _(4,7,k Ti 1
LET() Z J) =0 y(T J )log(lT)(J’k)
j=1 k=1
12)
HXW
RT(i) _ < ( 3) )
Lbce - Z log( )
j=1 (13)

(1 - ) log(1 — (7))

The student and refinement networks are trained simul-
taneously, but we consider one network fixed when calcu-
lating loss for the other. We discuss training loss in Sec. 3.5.

3.4. Contrastive Learning and Fourier Adaptation

To further stabilize the adaptation performance of model,
we take two additional measures, i.e., pixel-wise contrastive
loss (CL), and Fourier based style adaptation (FA).

We add the pixel-pixel contrastive loss L, in train-
ing our student network. We hypothesize this addition will
complement the source and target cross-entropy losses, for
further improving the quality of our learned representations.
Pixel-pixel contrastive loss has been shown in prior works
to improve the training of semantic segmentation models
[46]. Leon attempts to pull the features of pixels of the
same object class (i.e., positive pairs) close and push away
the features of pixels of different object classes (i.e., neg-
ative pairs). We randomly select pairs of source and test
domain samples from the input batch to calculate the loss.
For a pixel a, let X3 denote the set of all positive samples
(i.e., pixel collection belonging to the same class of pixel
a). Similarly, let X§, denote the set of all negative samples
(i.e., pixels not belonging to the same class of pixel a).

S(f as f at )
|xa Z; O ar e )+ Lo g S )
(14)
Here similarity function, s(fq, fo+) is calculated as
exp(cos(fa, fa+)/C). ¢ is the temperature hyper-parameter
that controls the similarity magnitude. We utilize GT la-
bels for source samples and refined labels from the PRN
network for target samples to find the positive and negative
samples. The noise binary mask is used to avoid the target
image pixels predicted to have incorrect labels.

We adopt Fourier adaptation (FA) module following [55]
to generate a synthetic source image with a target image
style (without changing semantic content). As this module
does not require any learning, it can be easily integrated into
our pipeline with minimal additional load. The approach is
similar to how we performed perturbation of logits (Eq. 7).
However, we now focus on transforming the source image
to the target style to reduce the perceptual gap between do-
mains. These generated synthetic source images are then
used in training instead of the original source images.

3.5. Overall Loss

['con =

The student network and PRN network are trained simul-
taneously. However, we consider the PRN network F,, fixed
when training the student network Fy, i.e., the losses used
for training the student network do not affect the PRN net-
work. In this regard, we stop the gradient from flowing back
in the PRN network. Similarly, we train the PRN network
Fo considering the student network Fy is fixed. Finally, the
overall optimization problem can be written as follows,

min(Lee+Lée+M Leon) +min(Ao (L6 +Licd) +Lec +Lace )

(15)
Here, A\; and ), are loss weight coefficients.
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Table 1. Evaluation on GTA— Cityscapes. We report mean IoU (mloU) over 19 categories on the Cityscapes validations set.

Method ‘ ‘Road S.Walk Build. Wall Fence Pole T.Light Sign Veget. Terrain Sky Person Rider Car Truck Bus Train M.Bike Bike | mloU

CBST [61] 91.8 535 80.5 327 21.0 340 289 204 839 342 809 53.1 240 827 303 359 160 259 428|459
CCM [23] <|935 576 846 393 241 252 350 173 850 406 865 587 287 858 49.0 564 54 319 432|499
MetaCor [13] Z[928 581 862 397 331 363 420 386 855 378 876 628 317 848 357 503 20 368 480|521
DACS [40] =899 397 879 307 395 385 464 528 880 440 888 672 358 845 457 502 00 273 340|522
UAPLR [47] %1905 387 865 411 329 405 482 421 865 368 842 645 38.1 872 348 504 02 418 546|526
CorDA [45] & 947 631 876 307 40.6 402 478 516 87.6 470 897 667 359 902 489 575 0.0 398 560 56.6
ProDA [56] 87.8 560 797 453 448 456 535 535 886 452 821 707 392 888 455 594 10 489 564|575
DACS (w/ PRN) 927 48.6 889 432 333 438 49.0 380 884 440 865 701 450 90.0 414 50.6 420 453 587|579
DAFormer [15] 957 702 89.4 535 481 49.6 558 594 899 479 925 722 447 923 745 782 651 559 618|682
MIC-DAFormer [17] | 21967 750 90.0 582 504 511 567 621 902 513 929 724 47.1 928 789 834 756 542 626|706
Ours £1958 733 928 562 519 516 59.6 628 931 499 963 761 470 963 717 817 682 599 643|713
DAFormer (w/ HRDA) [10]| 8 964 744 910 61.6 515 57.1 639 693 913 484 942 790 529 939 841 857 759 639 675|738
Ours (w/ HRDA) 964 762 909 66.6 53.6 589 633 689 923 504 952 783 548 953 848 874 747 653 708 75.0
4. Experiments Implementation Details and Metrics. We follow
DAFormer [15] training parameters in training our mod-

4.1. Experimental Setup

Datasets and Metrics. The proposed method is evalu-
ated on several UDA semantic segmentation benchmarks,
i.e., CityScapes—Dark Zurich, GTA—Cityscapes, SYN-
THIA—Cityscapes. CityScapes (CS) contains daytime
driving scenes from 50 different cities [7]. Following prior
works [15,40,55], we use 2,975 training and 500 valida-
tion images. Dark Zurich [34] is another driving dataset
containing 8, 779 images (with GPS) captured at nighttime,
twilight, and daytime with a resolution of 1080p. Dark
Zurich (DarkZ) contains 2,416 unlabeled nighttime im-
ages for training. It also contains 201 labeled nighttime
images (50 validation, and 151 test) for evaluation. The
evaluation images have pixel-level annotations for the 19
classes of Cityscapes. GTA [32] is a synthetic dataset con-
taining 24,966 images with resolution 1914 x 1052 col-
lected from GTAS video game. The 19 classes common
with CityScapes are used by SOTA methods for evaluation.
SYNTHIA (SYN) is another synthetic dataset with 9,400
images with a resolution of 1280 x 760 [33]. The 16 classes
common with CityScapes are used for evaluation.

Network Architecture. Our default semantic segmen-
tation network model is based on the SegFormer archi-
tecture [50] following recent state-of-the-art works [4, |5].
The model consists of Transformer based MiT-B5 encoder
(that generates hierarchical feature representation) and an
MLP decoder (that aggregates information from multiple
layers) [50]. We also train baselines with a ResNetl101-
based DeepLabV2 model. The Refine decoder utilizes the
same MLP decoder architecture as described above. It uti-
lizes aggregated information from the encoder output and
segmentation logits. The number of channels in the input
layers is increased to enable channel-wise concatenation of
the two. It includes two output layers: one for predicting
segmentation maps and another for binary noise masks.

els. Our model is trained using AdamW. A learning rate of
6 x 1075 is used for the encoder. A learning rate of 6 x 10~*
is used for both the student decoder and refinement decoder.
The AdamW betas are set to (0.9,0.999), and weight decay
is set to 0.01. We use a batch size of 2, crop of 512X512
and train for 40K iterations. We use linear learning rate
warmup with a warmup rate of 10~ for the first 1.5K iter-
ations. The EMA weight parameter [ is set to 0.999. 74 is
set to 0.968. The loss weights A; is set to 0.1 and A5 is set
to 25. We set mask parameter € to 0.005 for the FA mod-
ule. As the metric for semantic segmentation performance,
we use mean intersection over union (mloU). The results of
our method are reported averaging over 3 random seeds.

Computational Load. We find our Framework in-
creases training time by about 24.7% compared to the stan-
dard self-training (Sec. 3.2) baseline, DAFormer. Please
note that the increase is only in training, while the inference
time remains the same. The computation increase due to
applying FFT is minimal (i.e., about 4.9% increase in com-
putation time compared to without it). Overall, we find the
training of our model was completed in a reasonable time
with limited resources (e.g., using a single 2080Ti GPU in
about 19 hours for CityScapes—Dark Zurich).

4.2. Experimental Results

We provide GTA—CS and CS—DarkZ quantitative re-
sults in this section. We also provide GTA—CS ablation
study and some qualitative examples. The SYN—CS exper-
iments and more qualitative examples are in the supplemen-
tary. Also, ablation studies (i.e., CS—DarkZ, SYN—CS,
refinement loss weights) are in the supplementary.

4.2.1 GTA—Cityscapes Results

In Table 1, we compare the performance of our approach on
GTA—Cityscapes adaptation, against several state-of-the-
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Table 2. Evaluation on Cityscapes—Dark-Zurich. We report mean IoU (mloU) over 19 common categories between these datasets.

Method ‘ ‘Ref,‘Road S.Walk Build. Wall Fence Pole T.Light Sign Veget. Terrain Sky Person Rider Car Truck Bus Train M.Bike Bike mlIoU
Source-Only [5] x | 79.0 21.8 530 133 112 225 202 221 435 104 18.0 374 338 641 64 00 523 304 74 288
AdaptSegNet [41] x | 86.1 442 551 222 48 211 56 167 372 84 12 359 267 682 451 0.0 50.1 339 156 304

ADVENT [42] x |88 379 555 277 145 231 140 21.1 321 87 20 399 166 640 138 0.0 588 285 207 29.7
BDL [24] x | 853 41.1 619 327 174 206 114 213 294 89 1.1 374 221 632 282 00 477 394 157 30.8
DACS [40] g| x 831 491 674 332 166 429 207 356 317 51 65 417 182 688 764 0.0 616 277 107 367

DACS (w/ PRN) é x | 758 431 545 16.6 150 362 359 381 59.0 28.6 264 524 458 687 343 15 47.0 307 165 38.2

DMAda [11] S| v |755 29.1 486 213 143 343 368 299 494 138 04 433 502 694 184 0.0 276 349 119 321

MGCDA [35] % v 803 493 662 78 11.0 414 389 390 64.1 180 558 521 535 747 660 00 375 29.1 227 425
CDAda [51] 2| v 905 606 679 37.0 193 429 364 353 669 244 798 454 429 708 517 0.0 297 277 262 450
DANIA [49] v 915 627 739 399 257 365 357 362 714 353 822 480 449 737 113 0.1 643 367 227 47.0

CCDistill [12] v [ 89.6 581 706 36.6 225 330 270 305 683 330 809 423 40.1 694 58.1 0.1 726 477 213 475

Source-Only [50] x | 842 392 602 333 67 359 337 321 49.1 207 11.0 515 460 731 108 06 739 281 233 375

DAFormer [15] § x |935 655 733 394 192 533 441 440 595 345 666 534 527 821 527 95 893 505 385 538

MIC-DAFormer [17] ﬂ? x |82 605 735 535 238 523 446 438 686 340 581 57.8 482 787 580 133 912 461 429 546
Refign [4] g v 918 650 809 379 258 562 452 510 787 31.0 889 588 529 778 518 6.1 908 402 37.1 562

Ours S| x | 943 748 825 532 264 623 436 499 663 371 693 679 619 812 539 138 90.5 447 350 584
DAFormer (w/ HRDA) [16] %ﬁ x 904 563 720 395 195 57.8 527 431 593 291 705 60.0 58.6 840 755 112 905 51.6 409 559
Ours (w/ HRDA) X | 929 558 745 402 213 619 539 454 639 356 769 632 643 89.3 712 144 895 528 473 58.6

art UDA semantic segmentation approaches and baselines.
We divide the table into 3 parts to aid our study.

SOTA Performance. From the second part of the table, we
see our method outperforms the best-performing prior state-
of-the-art methods (i.e., DAFormer, MIC) by significant
margins. We see +3.1% absolute improvement compared
to DAFormer and +0.7% absolute improvement compared
to MIC in mIOU (i.e., 68.2% with DAFormer and 70.6%
with MIC compared to 71.3% with ours). Encouragingly,
the mloU improves consistently over most classes. We be-
lieve the masked image consistency module from MIC can
be easily integrated into our method to further improve per-
formance. We leave it as a future work.

Performance with HRDA Training. We report the per-
formance of our model with HRDA-based training in the
last row of Table 1, i.e., Ours (w/ HRDA). HRDA [16]
is a recent UDA training approach that allows training
with high-resolution images and has been shown to be
able to boost UDA performance. We see incorporating
HRDA training further improves our performance (75.0%
vs. 71.3%). We also see the improvement is consistent with
that of DAFormer with HRDA. Ours (w/ HRDA) outper-
forms DaFormer (w/ HRDA) by +1.2% absolute mIoU.
Pseudo-Label Refinement Methods. In the first part of Ta-
ble 1, we compared with several prior SOTA PL refinement
methods for ResNet CNN-based UDA semantic segmenta-
tion (e.g., CBST [70], CCM, MetaCor, UAPLR, ProDA).
Among all the methods, we find incorporating our proposed
PRN module with DACS, i.e., DACS (w/ PRN), performs
the best. For example, Ours DACS (w/ PRN) achieves
+0.4% improvement over ProDa and +1.3% over CorDA.
Our explicit noise-handling approach with a learned auxil-
iary module helps us better address the domain gap com-
pared to prior works, leading to potentially more resilient
models with superior pseudo-labels.

4.2.2 Cityscapes—Dark Zurich Results

We report the performance of our approach on
Cityscapes—Dark-Zurich adaptation in Table 2. We
compare our approach with several state-of-the-art ap-
proaches. Most of the existing adverse-weather adaptation
methods use additional reference images (depicting the
same scene in the source domain) from the target domain, as
auxiliary data to improve domain adaptation performance.
Although these approaches show promising results, the
requirement of collecting images of the same scene from
both source and target domains, limits the applicability of
these approaches. Note that our approach does not utilize
any additional reference images, and still outperforms all
these state-of-the-art approaches significantly.

In the first and second parts of the table, we report sev-
eral CNN-based methods. In the third and fourth parts of the
table, we report transformer-based methods. As expected,
CNN-based models perform worse than the Trasformer-
based models. From table 2, the best-performing state-of-
the-art method is Refign [4], which also uses additional
reference images to boost adaptation performance. Our
method does not use any additional reference data, but still
shows +2.2% absolute improvement in mIoU over Refign
(i.e., 56.2% with Refign compared to 58.4% with ours).
We also observe that our model performs the best in al-
most all the categories. Recent SOTA MIC-DAFormer [17]
performs best among the methods that do not use reference
images. Our model achieves an absolute improvement of
+3.8% over MIC-DAFormer (i.e., 54.6% with MIC com-
pared to 58.4% with ours). In the last part of the table, we
also report the performance of our method and DAFormer
incorporating HRDA training. We again observe that our
method with HRDA performs significantly better (+2.7%)
than DAFormer with HRDA.
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Table 3. Ablation study with different components of our proposed
method on GTA— Cityscapes.

# | ST PL-R NM CLwoR CLw/R FA HRDA | mloU

3.1 X X X X X X X 45.6
32 v X X X X X X 68.3
33 v v X X X X X 69.7
34 | vV v v X X X X 70.1
35 v v v v X X X 70.1
36 | vV v v X v X X 70.5
37 | vV v v X X v X 70.8
3.8 ‘ v v v X v v X ‘ 71.3
3.9 v v v X X X v 74.3
310 | vV v v X v X v 74.6
3.11 | v v v X X v v 74.8
3.12 ‘ v v v X v v v ‘ 75.0

4.2.3 Ablation Studies

In Table 3, We perform an ablation study with different
components of the method, i.e., Self-Training (ST), Pseudo
Label Refinement (PL-R), Noise Mask (NM), Contrastive
Learning without or with using the output of PRN (CL w/o
R, CL w/ R), Fourier Adaptation (FA) and HRDA training.

PRN Module: Comparing rows 3.1 and 3.2 in Table 3,
it is evident that the baseline self-training approach is ef-
fective in adapting from source to target domain (i.e., mloU
improves +22.7%). Based on rows 3.2, and 3.4, we see that
our pseudo-label refinement model leads to +1.8% abso-
lute improvement in mIoU and hence, playing a vital role in
achieving state-of-the-art accuracy. Comparing 3.3 and 3.4,
we see that including noise mask (NM) prediction in PRN
along with pseudo-label refinement (PL-R) leads to signifi-
cant improvement in performance.

CL and FA: Rows 3.5 and 3.6 indicate the performance
change by adding contrastive learning (CL) module. Com-
paring row 3.4 with row 3.5, we see no performance change
when the CL module does not use the PRN model output.
However, comparing row 3.4 with row 3.6, we see a per-
formance improvement of 0.4% when PRN model output is
used. Based on this, we find that our proposed pseudo-label
refinement module is critical for the effective use of pixel-
wise contrastive learning. It is because its success relies on
the quality of pseudo labels to select positive and negative
pairs. Based on row 3.7 and row 3.8, we see adding FA
style adaptation module helps to improve adaptation perfor-
mance. Overall, we see CL and FA components are comple-
mentary to our main contribution. With the proposed PRN,
they show consistent improvement across benchmarks.

Overall Framework: The difference between rows 3.2
and 3.8 shows that our approach helps significantly to im-
prove performance over the baseline self-training approach
(4+3.0% absolute improvement in mIoU). Going further, we
also show how HRDA-based training can boost our UDA
performance. Rows 3.9, 3.10, and 3.11 show the effect of

Input Target Image Original Teacher Model Prediction Predicted Noise Mask by PRN

Figure 3. An example to analyze PRN module prediction quality.

Image Source-Only DAFormer Proposed

Figure 4. Qualitative comparison of the proposed on CS—DarkZ

using HRDA training for experiments 3.4, 3.6, and 3.7 re-
spectively, and all of them show a consistent improvement
in absolute mloU. Finally, comparing row 3.12 and row 3.8,
we can see that HRDA-training provides a significant boost
of 3.7% to our UDA pipeline. Please see the supplementary
for more ablation studies.

4.2.4 Qualitative Results

We provide an example in Fig. 3 showing teacher prediction
and predicted noise mask to qualitatively evaluate the PRN
module. Another example of the original teacher model
prediction and noise mask is shown in Fig. 1. We see
noise mask generally corresponds well with the noisy part
of pseudo labels in both cases. We also show two qual-
itative examples showing a semantic map generated from
our model comparing source-only and DAFormer models in
Fig. 4. We observe that the proposed method performs sig-
nificantly better qualitatively than other approaches. Please
see the supplementary for more qualitative results.

5. Conclusion

In this work, we present a novel self-training-based
framework for the unsupervised adaptation of semantic seg-
mentation models. We propose training auxiliary pseudo-
label refinement network that helps self-training to be less
susceptible to erroneous pseudo-label predictions by local-
izing and refining them. We also introduce two additional
components, contrastive learning and Fourier-based style
adaptation in our framework to further improve the quality
of the trained model. Our proposed approach shows signif-
icant performance improvement compared to the previous
state-of-the-art approaches in both normal-to-adverse and
synthetic-to-real adaptation benchmarks.
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