FOSSIL: Free Open-Vocabulary Semantic Segmentation
through Synthetic References Retrieval
Supplementary Material

In this supplementary material we:

* provide additional implementation details on the pro-
posed method;

* provide a qualitative evaluation of the Reference Col-
lection Generation step, focusing on the heatmaps and
the binary masks extracted for each generated concept;

* extend our qualitative evaluation of predictions made
on the benchmarks considered, providing a more com-
prehensive view of the performance of our model.

A. Additional Implementation Details
A.1. Efficient Retrieval and Clustering

To optimize the execution of retrieval and clustering pro-
cedures, we harness the capabilities of the faiss library [3].
Specifically, our approach leverages a retrieval index based
on the Hierarchical Navigable Small World graph explo-
ration (HNSW) [4] technique. This method employs an
approximation of the nearest neighbor search, thereby en-
hancing the efficiency of retrieving Textual Retrieval Embed-
dings and Visual Reference Embeddings.

A.2. Textual Prompt Templates

During both the Reference Collection Generation and
Prototype Creation phases, we encapsulate arbitrary textual
concepts using pre-defined prompt templates. These tem-
plates are the ones introduced in CLIP [6], as follows:

e itap of a {}.

* a bad photo of the {}.

* a origami {}.

* a photo of the large {}.
*a {} in a video game.

e art of the {}.

* a photo of the small {}.

B. More Qualitatives
B.1. Reference Collection Generation

In Figure 1, we present a visual representation of the
qualitative results obtained during the Reference Collection
Generation step. In particular, we illustrate: 1) the cap-
tion used to condition Stable Diffusion [7], 2) the resulting
generated image, 3) the heatmaps corresponding to nouns,
extracted through DAAM [8], and 4) the binarized heatmaps
used to perform region pooling on the dense features of the
visual backbone. These qualitatives show the effectiveness
of DAAM in localizing words in the generated image. The
resulting heatmaps can be thresholded to produce approx-
imate binary masks for the identified concept. It is worth
noting that minor inaccuracies in border delineation do not
significantly impact the resulting feature vector, as these
masks are employed for feature averaging.

B.2. Prediction Qualitatives

In Figure 2, we present qualitative results depicting
the predictions made by our method on three benchmark
datasets: PASCAL Context [5], Cityscapes [2] and CO-
COStuff [1]. Additionally, we provide a comparison by
displaying the same predictions without the utilization of
OpenCut, emphasizing the impact of OpenCut in refining
masks. Specifically, the showcased qualitative results un-
derscore the robust recognition capabilities of FOSSIL in
identifying semantic elements within the scenes. However, it
is noteworthy that the integration of OpenCut is essential for
refining the resulting segments, particularly in areas adjacent
to borders.
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Figure 1. Qualitative results of the Reference Collection step. On the left, we report three captions used to condition Stable Diffusion and
generate the corresponding images. On the right, we report the heatmap obtained through DAAM [£] for each noun from the caption and the
corresponding binary mask.
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Figure 2. Qualitative results, comparing FOSSIL with and without the OpenCut component on the PASCAL Context [5], Cityscapes [2] and
COCOStuff [1].



