Robust Feature Learning and Global Variance-Driven Classifier Alignment for
Long-Tail Class Incremental Learning
(Supplementary Material)

1. Illustration of Long-Tail CIL data distributions:
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a). Ordered Long-Tail
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Figure 1. CIFAR100 data distributions for different scenarios in class incremental learning for T=5 setting.
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a). Conventional Long-Tail
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a). Ordered Long-Tail
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Figure 2. CIFAR100 data distributions for different scenarios in class incremental learning for T=10 setting.



