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1. Speed estimation

In Tab. 3 in the paper, we show inference speeds in a
scenario of dense tracking (every pixel) on 512 x 512 video
of 50 frames. Here, we describe how we computed the
numbers. The 2.32 FPS for MFT was directly measured,
including the computation time for RAFT optical flows.
We have also measured the official CoTracker [4] imple-
mentation in the dense tracking configuration on 50 frame
512x512 video, resulting in 0.04 FPS. Note that CoTracker
achieves better results in its default setting — tracking a sin-
gle query accompanied by an auxiliary query grid at a time.
This would result in even lower FPS. Both MFT and Co-
Tracker experiments were conducted on a single GeForce
RTX 2080 Ti GPU.

We did not measure the speeds of the other methods,
and instead estimated them as follows. OmniMotion [5], is
trained for approximately 9 hours on each sequence using
an A100 GPU'. We have estimated the runtime by divid-
ing the 50 frames by those 9 hours. This does not include
the pre-processing time, which includes among other steps
computing RAFT flows between all pairs of frames, making
our estimate of 0.002 FPS optimistic.

For TAP-Net [1], PIPs [3] and TAPIR [2], we have used
the timing info in the Table 9 in the appendix of [2]. This
table lists the execution time of all three methods with vary-
ing number of queries and varying sequence length. All
the measurements were performed on a 256 x 256 resolu-
tion video using a V100 GPU. As we want to access the
inference speed on dense tracking on an arbitrary 512 x 512
video (of length 50), we have extrapolated the timing on
50 frames long video with 50 query points by multiplying
the reported runtime by 5122 /50, as if the methods would
track densely in batches of 50 query points. While some-
what better parallelization should be possible, tracking all
the queries at the same time is not possible due to high
GPU RAM usage. Also this estimate does not include the
increased computation needed to process 512 x 512 videos.

2. Visualisations

The supplementary video 1717-sup.mp4 demon-
strates MFT performance qualitatively on video editing and
style transfer applications. For the video editing examples
we have inserted a logo into the first frame of each se-
quence. We have used the dense MFT tracks to propagate
the logo pixels from the first frame throughout the sequence.

In the style transfer example we have obtained a styl-
ized version of a single video frame. We have then trans-
ferred the stylized image using the MFT outputs to produce
a temporally stable stylization of the whole video. All the
examples use the MFT per-pixel trajectories directly, with-
out any smoothing, regularization, or other post-processing
techniques.
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