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Figure 1: EEG to Image. Images generated from EEGStyleGAN-ADA using EEG signals for all 40 classes that show diversity
and fidelity, where each image is generated with different EEG signals across different classes, EEGCVPR40 dataset [2].



Figure 2: EEG to Image. Sample images generated (top and bottom row) from EEGStyleGAN-ADA using EEG signals
where each image is generated with different EEG signals across different classes, ThoughtViz dataset [1, 3]. There is some
overlapping between classes of generated samples due to the overlapping representation learned from a small EEG dataset,
which is illustrated in the main paper.


