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Abstract

Weakly-supervised video anomaly detection (WS-VAD)
is a challenging task because coarse video-level anno-
tations are insufficient to train fine-grained (segment or
frame-level) detection algorithms. Multiple instance learn-
ing (MIL) powered by a ranking loss between the highest
scoring segments of normal and anomaly videos has be-
come the de-facto standard for WS-VAD. However, rank-
ing loss is not robust to noisy segment-level labels (induced
from the video-level labels), which is inherently the case
in WS settings. In this work, we propose a new variant
of the MIL method that utilizes a margin loss to achieve
WS-VAD. The margin loss enables effective training of an
anomaly scoring head based on noisy segment-level labels
with high data imbalance (large number of normal segments
and very few anomalous segments). We also introduce a
self-supervised learning paradigm via stochastic shuffling
of segments from multiple videos to mimic event changes
during training. This forces the model to learn the bound-
aries between different virtual events (through a bound-
ary localization head) and localizing the center of virtual
events (through a center localization head). The efficacy of
the proposed multi-head approach in successfully localiz-
ing anomalies is demonstrated through experiments on two
large-scale VAD datasets (UCF-Crime and XD-Violence).

1. Introduction

Video anomaly detection (VAD) is a well-known com-
puter vision problem with several real-world applica-
tions including surveillance, autonomous navigation, and
biomedical imaging. VAD methods detect frames in a video
that do not conform to the norm, where the norm is deter-
mined by the application context. For example, events such
as shoplifting or violence can be considered as anomalies in
the surveillance context. Since it is prohibitively expensive
to obtain fine-grained (frame-level) annotation of anomalies

in videos, a weakly-supervised VAD (WS-VAD) setting that
aims to learn anomalous events using only video-level bi-
nary labels [42] is commonly used. In WS-VAD, a video is
labeled as normal if no anomalous event is present, whereas
it is labeled as anomaly if any anomalous event is present.

Typically, WS-VAD has been tackled in the literature us-
ing a two-step approach [42, 10, 59, 64, 21, 45]. In the
first step, each video is partitioned into a sequence of non-
overlapping temporal segments, which are passed through
a pre-trained feature extractor to obtain fixed-length rep-
resentations for each segment. The second step involves
the learning of an anomaly scoring model that produces
a segment-level anomaly score indicating the strength of
the anomaly. The most common strategy for training the
anomaly scoring model in the WS-VAD setting is multiple
instance learning (MIL) [42, 10]. In MIL, a normal video is
considered as a negative bag containing no anomalous seg-
ments and an anomaly video is considered as a positive bag
containing one or more anomalous segments. The anomaly
scoring function is then typically learned by optimizing a
ranking loss objective that attempts to ensure that the high-
est scoring segments in the positive (anomaly) bag have a
larger anomaly score compared to the highest scoring seg-
ments in the negative (normal) bag [42].

While MIL is an elegant solution, the ranking loss objec-
tive commonly used in MIL has several drawbacks. Firstly,
since the number of anomalous segments in a video is not
known apriori, determining the number of highest scoring
segments to compute the loss is cumbersome. Secondly, de-
pendency on a few high scoring segments inherently makes
the method less robust to noise in the training data, because
it is well known that sample maximum/minimum is the least
robust statistic [20] (i.e., maximally sensitive to outliers).
Though several variants of the ranking loss have been pro-
posed in the literature [5, 27, 44, 45, 12, 9, 21, 64, 59, 10,
26, 16], most of these heuristic methods do not eradicate
the inherent limitations of ranking loss. Furthermore, since
anomalous segments in a video tend to be temporally con-
tiguous, additional heuristics are usually required to enforce
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the contiguity constraint and complement the ranking loss.
In this work, we aim to overcome these limitations of

ranking loss by introducing a new variant of MIL for WS-
VAD. Similar to existing MIL methods, our approach also
utilizes a pair of one normal and one anomaly video to carry
out the training. However, instead of relying on the high-
est scoring segments to drive the training of the anomaly
scoring model, we model the distribution of segment-wise
anomaly scores in an anomaly video as a mixture distribu-
tion and attempt to maximize its distance (Fisher’s ratio) to
the score distribution of the normal video. This results in
a margin loss, which is known to be more robust to imbal-
anced and noisy data [54].

It must be emphasized that the ultimate goal of WS-VAD
is precise localization of the anomaly within a given video,
which in turn requires accurate detection of the boundaries
(start and end) of an anomalous event. Since fine-grained
annotations are not available in the WS-VAD setting, it is
not possible to directly train a model that detects anomalous
event boundaries. Therefore, we propose a novel segment-
level shuffling mechanism that randomly concatenates seg-
ments from the normal-anomaly video pair to simulate “vir-
tual” events within a video. Since these virtual events are
composed of varying number of contiguous segments from
a video, we hypothesize that learning to detect such virtual
events during training will facilitate better detection of real
anomalous events (of different lengths) in a test video. Fur-
thermore, this approach also indirectly teaches the model
that events are temporally contiguous. In this work, the
same backbone encoder used for anomaly scoring is also
leveraged to learn these virtual events by introducing ad-
ditional boundary and center localization heads and jointly
training all the three heads (anomaly score, boundary, and
center localization) using appropriate loss functions.

Thus, the contributions of this paper are two-fold: 1) We
propose a variant of the MIL method for WS-VAD that uti-
lizes a margin loss in lieu of the less robust ranking loss to
effectively learn the anomaly scoring model in the presence
of noisy and imbalanced labels. 2) We propose a segment-
level shuffling mechanism to simulate virtual events and
leverage the same backbone used for anomaly scoring (but
with different heads) to predict the boundaries and center of
these virtual events. We empirically demonstrate that forc-
ing the model to learn these additional pretext tasks enables
it to better localize anomalous events in test videos.

2. Related Work
Video Anomaly Detection: In the computer vision con-
text, instances that do not conform to the norm are of-
ten described as outliers or anomalies [17, 38, 37, 62, 14,
29, 60, 18, 43, 22, 41, 64, 24, 30, 40, 39, 8, 19, 52]. To
train a machine learning model that detects such patterns,
a large amount of data is required so that a holistic repre-

sentation of normal patterns [11] can be obtained. In VAD,
supervised machine learning methods require fine-grained
(frame-level) data annotations [25, 1, 46]. However, such
full supervision is not always feasible due to the laborious
annotation process and limited availability of the anoma-
lous data. Therefore, weakly-supervised (WS) methods are
more popular because a WS model can be trained using
only video-level binary labels without explicitly identify-
ing which frames within an anomaly video are anomalous
[43, 45, 56]. While several semi-supervised and unsuper-
vised learning approaches [19, 13, 17, 38, 37, 62, 14, 29, 60]
have also been proposed, this work deals with WS setting.
MIL based Video Anomaly Detection: Multiple instance
learning (MIL) is a form of WS training that requires form-
ing a bag of instances for each class of video [28, 6, 36].
Following Sultani et al. [42], Zhang et al. [59] further im-
prove the MIL baseline by introducing an additional loss to
train a temporal convolutional network. The inner bag loss
encourages separation between the highest and lowest scor-
ing instances within a bag. Tian et al. [45] further improve
the rank loss by proposing a robust temporal feature mag-
nitude learning method, through which top-k segments are
selected and further separated. A binary cross-entropy loss
is then used for classifying anomalous segments.
Noisy Label Training: Noisily labeled data can often re-
sult in overfitting, thereby hindering generalization [31, 7,
23, 35, 15]. Training with noisy labels mandates formaliz-
ing a training strategy and introducing appropriate changes
to the architecture or the loss function that would prevent
overfitting to noisy instances [63]. Yuan et al. [54] have
shown that a typical square loss function is sensitive to
noisy data and is not suitable when AUC maximization is
the intended goal. AUC margin loss was proposed by mod-
ifying a square loss into a surrogate margin loss thus adding
robustness to noisy data through a tunable margin parame-
ter. The anomaly detection method proposed by Zhong et
al. [61] used a graph convolutional network to clean noisy
labels to enable the use of fully supervised action classifiers
for WS-VAD. Zaheer et al. [56] proposed normalcy sup-
pression for VAD, where the learning model is trained to
suppress predictions for the noise-free normal inputs while
producing high anomaly scores for anomalous features.

3. Proposed Method
Problem Statement: The WS-VAD problem can be for-
mally stated as follows. Given a training dataset D =
{(Vi, yi)}ni=1, where Vi is the ith video, yi ∈ {normal ≡
0, anomaly ≡ 1} is the video-level label, and n is the
total number of videos in the dataset, the goal is to train
an anomaly detector A that produces fine-grained (frame-
level) anomaly predictions for a given test video. We pro-
pose an anomaly detector A consisting of three components
- anomaly scoring, boundary localization, and center local-
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ization.

3.1. Anomaly Scoring Head

We assume that each video Vi is partitioned into a se-
quence of mi non-overlapping segments and these seg-
ments are passed through a feature extractor to obtain
fixed-length feature representations {xij ∈ Rd}mi

j=1, where
d is the dimensionality of the feature space. Further-
more, the anomaly scoring model F : Rd → [0, 1]
produces a segment-level anomaly score sij = F(xij),
where a score closer to 1 indicates higher confidence that
the segment is anomalous. In most existing MIL meth-
ods, the anomaly scoring model is learned by optimiz-
ing a ranking loss objective that attempts to ensure that
max {sℓj}mℓ

j=1 > max {skj}mk
j=1 for any given normal-

anomaly (yk = 0, yℓ = 1) pair of videos. In this work,
the ranking loss is replaced with a margin loss.
Rationale for Margin Loss: Let g0(s) (g1(s)) be the dis-
tribution of anomaly scores s for normal (anomalous) seg-
ments. While a normal video contains only normal seg-
ments, an anomaly video may contain both normal and
anomalous segments. Hence,

sij |[yi = 0] ∼ g0(s) (1)

sij |[yi = 1] ∼ (1− γi)g0(s) + γig1(s) ≡ g̃1(s), (2)

where γi is the proportion of truly anomalous segments in
video Vi. Ideally, F should attempt to maximize the dis-
tance between the distributions g0(s) and g1(s). However,
since segment-level anomaly labels are not available, we
cannot estimate g1(s) directly. Hence, we attempt to max-
imize the distance between g0(s) and g̃1(s). This can be
achieved by maximizing the F-ratio between the two distri-
butions, which is defined as:

F-ratio =
(µ̃1 − µ0)

2

σ̃2
1 + σ2

0

(3)

where µ̃1 and µ0 are the expected values of distributions
g̃1 and g0, respectively, and σ̃2

1 and σ2
0 are the correspond-

ing variances. Intuitively, maximizing the F-ratio implies
minimizing the intra-class variance (lower value of denom-
inator) and maximizing inter-class variance (higher value
of numerator). Hence, maximization of F-ratio can be re-
formulated as minimizing the following loss function:

LF = (σ2
1 + σ2

0)− (µ̃1 − µ0)
2. (4)

Note that the above loss function has the following lim-
itations. Firstly, it only attempts to maximize the distance
between µ̃1 and µ0, but does not ensure that µ̃1 is greater
than µ0 (i.e., anomalous segments should have higher

scores). This requires minimizing (1− (µ̃1−µ0))
2, instead

of maximizing (µ̃1 − µ0)
2. Secondly, it has been shown

in [54] that the above square loss overfits to easy anomalies
and is sensitive to noisily labeled samples. Hence, for better
training stability and to account for noisy labels, a tunable
margin parameter ω (0 < ω < 1) is required. Thus, the loss
function can be reformulated as:

Lmargin = (σ2
1 + σ2

0) + (ReLU(ω − (µ̃1 − µ0)))
2, (5)

where ReLU(a) = a, if a ≥ 0 and 0, otherwise. Thus,
when (µ̃1 − µ0) > ω, then Lmargin = (σ2

1 + σ2
0). On the

other hand, when (µ̃1 − µ0) ≤ ω, then Lmargin = (σ2
1 +

σ2
0) + (ω− (µ̃1 − µ0))

2. In contrast to the ranking loss, the
above margin loss ignores easy anomalies ((µ̃1 − µ0) > ω)
and focuses the model more on hard anomalies ((µ̃1−µ0) ≤
ω). Moreover, since the margin loss is based only on first
and second-order statistics of the scores, it is more robust to
noisy and imbalanced data compared to ranking loss.
Practical Implementation of Anomaly Scoring Model:
We employ a neural network consisting of a shared encoder
Eθ : Rd → Rd∗ and a regression head Cϕ : Rd∗ → [0, 1]
for anomaly scoring, i.e., Fθ,ϕ(·) = Cϕ(Eθ(·)). Note that
the encoder Eθ is also shared by the boundary and cen-
ter localization heads. For each video Vi in the train-
ing dataset, the statistics µi = 1

mi

∑mi

j=1 Fθ,ϕ(xij) and
σ2
i = 1

(mi−1)

∑mi

j=1(Fθ,ϕ(xij) − µi)
2 are computed. The

margin loss between a given normal-anomaly pair of videos
(Vk,Vℓ), where (yk = 0, yℓ = 1), is computed as:

Lmargin(Vk,Vℓ) = (σ2
ℓ +σ2

k)+ (ReLU(ω− (µ̃ℓ−µk)))
2.

(6)
The overall margin loss Lmargin over a training batch

is computed by summing up the pairwise margin losses
among all the normal-anomaly pairs in the batch.

3.2. Segment-level Stochastic Shuffling

Since the anomaly scoring model purely focuses on in-
dividual segments of a video, it is not well-suited to deter-
mine the precise boundaries of an anomalous event. Hence,
an additional mechanism is required to enable the WS-VAD
model to learn boundaries between events. Given the lack
of segment-level labels in the WS setting, we create virtual
video sequences as follows. We define a two-state (normal
and anomaly) Markov model with transition probability ma-
trix between the two states as shown in Figure 1. Suppose
that we have a normal-anomaly pair of videos (Vk,Vℓ),
where (yk = 0, yℓ = 1). Let mk and mℓ be the number
of temporal segments in Vk and Vℓ, respectively. Start-
ing from the normal state, we perform a random walk for
m∗ = (mk +mℓ) time steps. At each time step, we add the
next segment from the video corresponding to the current
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Figure 1. Our proposed multi-head approach for WS-VAD. Given a normal-anomaly pair of videos, we utilize a Markov process to shuffle
the videos at the segment level to obtain a virtual video sequence. The features extracted from each segment are passed through an anomaly
detector A, which consists of a shared encoder Eθ and three heads. The anomaly scoring head Cϕ is trained using the margin loss and
directly outputs the likelihood of a segment being anomalous. The boundary localization head Rψ is trained using the intersection-over-
union (IOU) loss and predicts the left and right boundaries of the events in a given video sequence. Finally, the center localization head Tπ
is trained using the binary cross-entropy (BCE) loss and predicts the center of an event in the given sequence. During inference, the final
anomaly scores are computed by taking the average of the outputs of the three heads.

state to the model. This results in virtual sequence contain-
ing m∗ segments containing one or more transitions from
normal to anomaly video or vice versa.

A sequence of segments from the anomaly video con-
tained within the virtual video can be considered as a “vir-
tual” event and the ground-truth boundaries of such virtual
events are known. Hence, a machine learning model can
be trained to detect these virtual events. It must be empha-
sized that virtual events do not correspond to real anoma-
lies. In fact, it is possible that none of the event boundaries
in the constructed virtual video may correspond to a true
transition between normal and anomaly segments. Yet, we
hypothesize that virtual events simulate scene changes by
mixing up segments from two different videos and learning
to detect abrupt scene changes may benefit the identification
of real-world anomalies. Learning to localize these virtual
events also indirectly encourages the model to exploit tem-
poral contiguity. Unshuffling a shuffled video sequence can
also be considered as a self-supervised pretext task akin to
the jigsaw approach in learning better representations [2].

3.3. Boundary Localization Head

Given a shuffled virtual video sequence, the goal of
the boundary localization model is to detect the transitions
from normal to anomaly video (corresponding to the left
boundary of the virtual event) and from anomaly to nor-
mal video (denoting the right boundary of the virtual event).
To achieve this goal, we define two vectors lgt and rgt of
length m∗ representing the left and right boundary offsets
for a virtual video sequence. The ith elements of lgt and
rgt are set to zero if the corresponding element/segment in
the virtual video sequence comes from the normal video.
Otherwise, the value of the ith element of lgt is set to the
offset (distance) from the nearest left boundary (number of
elapsed time steps since the last state transition from normal

to anomaly). Similarly, the value of the ith element of rgt is
set to the offset (distance) from the nearest right boundary
(number of time steps before the next state transition from
anomaly to normal). Note that tgt = (lgt + rgt) is a vector
containing the length of the virtual events at each location.

The boundary localization model consists of the same
shared encoder Eθ used for anomaly scoring, but is followed
by a multi-head self-attention attention (MHSA) block and
a multi-variate regression head (denoted together as Rψ)
that directly attempts to predict the left and right boundary
offsets. Let lpred and rpred be the left and right bound-
ary offsets predicted by the boundary localization model
Rψ(Eθ(X)), where X is the set of feature representations
of the segments contained in the virtual video sequence. Let
tpred = (lpred + rpred). The accuracy of boundary predic-
tions can be evaluated based on the intersection-over-union
(IOU) value, which is computed as:

intersection = min(lgt, lpred) + min(rgt, rpred),

union = tgt + tpred − intersection,

IOU =
intersection

union
. (7)

Finally, the boundary localization model is learned by min-
imizing Liou = E[− log (IOU)], where E denotes the ex-
pectation operator. Since IOU ∈ [0, 1]m∗ , minimizing
Liou is equivalent to maximizing the IOU value.

3.4. Center Localization Head

Boundary localization is suitable for detecting state tran-
sitions in most cases. However, one limitation of the IOU
loss is that if the virtual events are very short, even a small
displacement may drastically reduce the IOU score. Since
the virtual events are created stochastically, shorter seg-
ments are likely to exist. Therefore, to complement the
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boundary localization, we introduce a center localization
model which learns to predict the center of a virtual event.
The center labels for a video sequence is obtained as:

cgt =
min(lgt, rgt)

max(lgt, rgt)
. (8)

The above center labeling approach assigns a label of 1
to the center segment within a virtual event and progres-
sively lower values for segments of the virtual event as we
move away from the center. Segments corresponding to the
normal video are assigned a value of 0. The center local-
ization model consists of the same shared encoder Eθ used
for anomaly scoring and boundary localization, but consists
of a separate regression head Tπ : Rd∗ → [0, 1] to obtain
the predicted center label cpred = Tπ(Eθ(X)). The center
localization model is trained using the standard binary cross
entropy loss function Lbce(cgt, cpred).

3.5. Training the Multi-Head Anomaly Detector

To summarize, the proposed anomaly detector A con-
sists of an encoder Eθ, an anomaly scoring head Cϕ, a
boundary localization head Rψ (which includes a MHSA
layer), and a center localization head Tπ . The shared en-
coder shown in Figure 1 consists of a fully connected layer,
a ReLU activation function, and a dropout layer followed by
layer normalization. While the individual heads are learned
by minimizing the corresponding loss functions described
earlier, the shared encoder Eθ is jointly optimized by mini-
mizing the following objective:

min
θ

(λmarginLmargin + λiouLiou + λbceLbce), (9)

where λmargin, λiou, and λbce are hyperparameters that can
be adjusted to control the relative importance of the losses.

3.6. Inference using Multi-Head Anomaly Detector

Given a new test video Vt during inference, we par-
tition it into a sequence of mt non-overlapping segments
and extract features {xtj}mi

j=1 for each segment. These fea-
tures are passed through the anomaly detector to obtain
spred, tpred and cpred from the three heads. Note that
spred = [Fθ,ϕ(xt1), · · · ,Fθ,ϕ(xtmt)]. The final anomaly
score is computed as (spred+(tpred/mt)+cpred))/3. Since
all the three components of the above score are already nor-
malized between 0 and 1, with 1 being anomalous, their
average gives a normalized anomaly score between 0 and
1 for each segment. If the anomaly score is greater than a
threshold, the segment is categorized as anomalous and all
the frames within the segment are labeled as anomalous.

Note that the above inference scoring approach is dif-
ferent from several existing state-of-the-art (SOTA) meth-
ods that utilize video-level normalization at inference time

[3, 19]. We argue that using normalization at inference time
limits the practical applicability of the scheme in real-world
scenarios because it hinders the computation of anomaly
score for one or several frames immediately, rather than
waiting for a video to be completed. We also conduct ex-
periments based on anomaly scoring using individual heads,
details of which are discussed in the ablation section.

4. Experiments and Results
4.1. Datasets

Our proposed approach has been evaluated on two
WS-VAD benchmark datasets, UCF-Crime [42] and XD-
Violence [51], which include multiple classes of anomalous
activities taking place in multiple scenes.
UCF-Crime: UCF-Crime is one of the large-scale real-
world VAD datasets, comprising of 1900 videos with a total
of 128 hours of life-threatening anomalous activities cap-
tured via surveillance cameras. The training set contains
only video-level labeling. The dataset includes 13 anomaly
categories such as assault, burglary, and robbery.
XD-Violence: XD-Violence is a relatively more recent
VAD dataset comprising of 4754 videos with a total length
of 217 hours of multi-scene footage taken from movies,
sport events, hand-held cameras, CCTV, etc. The dataset
also introduces audio modality to complement video fea-
tures, enabling researchers to work on multi-modal ap-
proaches for anomaly detection [51, 53, 48]. Furthermore,
in contrast to the limit of up to two anomalous events per
test video in the UCF-Crime dataset, a test video of XD-
Violence may contain more than two anomalous events.

4.2. Evaluation Metrics

We have utilized the well-known Area Under the receiver
operating characteristic Curve (AUC) metric for evaluating
our proposed approach on UCF-Crime, following several
existing methods [42, 45, 5, 49, 12]. In addition, we have
also utilized the mean average precision (mAP) evaluation
metric for our approach on XD-Violence, following previ-
ous publications [48, 33, 32, 51]. However, it may be noted
that we do not optimize our model for mAP, as we compute
the mAP based on the same model optimized for AUC.

4.3. Implementation Details

We use I3D features [4] to train our model. The features
are extracted by using RGB and flow modalities. The code
is written in Pytorch. PESG optimizer [54] is used to carry
out the training with learning rate of 8 × 10−2 and weight
decay of 1× 10−3. Margin ω in Eq. 6 is set to 1. Moreover,
λmargin, λiou, and λbce in Eq. 9 are set to 1, 1, and 0.5
respectively. The state transition probability used to control
the frequency of shuffling between normal to anomaly state
in Section 3.2 is set to 0.05 and 0.75 for anomaly to normal
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Method Features Params AUC
Sultani et al. [42] C3D-RGB 2.11M 75.41
Sultani et al. [42] I3D-RGB - 77.92
Zaheer et al. [58] ResNext 6.5M 79.84
Feng et al. [12] I3D-RGB 31M 82.30
Wu et al. [51] I3D-RGB 0.76M 82.44

Zaheer et al. [56] C3D-RGB - 83.03
Tian et al. [45] I3D-RGB 24.76M 84.30

Watanabe et al. [47] I3D-RGB 0.33M 84.91
Chen et al. [5] I3D-RGB 28.6M 86.98

Ours \w rank loss I3D-(RGB+FLOW) 0.26M 84.70
Ours I3D-(RGB+FLOW) 0.26M 85.47

Table 1. AUC performance and number of trainable parameters
comparison of our approach with state-of-the-art anomaly detec-
tion approaches on UCF crime dataset. Best and second best val-
ues are highlighted as bold and underlined.

Method Features Modality AUC AP
Sultani et al. [42] C3D R - 73.20

Tian et al. [45] I3D R 89.30 77.81
Wei et al. [48] I3D+VGGish R+A - 80.13
Wu et al. [49] I3D R - 80.26

Pang et al. [34] I3D+VGGish R+A - 81.69
Panariello et al. [32] I3D R 90.23 71.68

Wu et al. [50] I3D+VGGish R+A 89.75 75.90
Wu et al. [51] I3D+VGGish R+A - 78.64

Ours I3D R 88.80 66.90
Ours I3D+VGGish R+F 90.60 70.20
Ours I3D+VGGish R+A 91.10 71.40
Ours I3D+VGGish R+F+A 91.53 75.45

Table 2. AUC and AP performance comparison of our ap-
proach with state-of-the-art anomaly detection approaches on XD-
violence dataset. Best and second best AUCs are highlighted as
bold and underlined, respectively.

state. Following the standard setting widely used in existing
approaches [42, 57, 45, 55], each feature vector is computed
by using 16 frames as input. Then, following [42, 45], the
feature vectors are averaged to obtain 32 features per video.
Each training batch includes feature vectors of 60 videos,
half of which are normal and the rest of the half anomalous.
Moreover, as mentioned in Section 3, the videos are shuffled
in pairs. This way, in total, a single batch consists of 1920
feature vectors.

4.4. Quantitative Results on UCF-Crime Dataset

The AUC performance of our proposed approach on
UCF-Crime is reported in Table 1 and compared against
several existing SOTA WS-VAD methods. Methods pro-
posed in [45, 12] adopt the ranking loss introduced in [42],
augment additional components, and report overall perfor-
mance improvements of 8.89% and 6.89% in AUC score.
Other methods such as [56, 51, 58] do not particularly adopt
a ranking loss function for their training but still follow
the baseline of [42]. In our approach, instead of the con-
ventional ranking loss, we utilize margin loss to drive the
overall training. Our method demonstrates 85.47% AUC
score, which is comparable to several existing SOTA meth-

ods. In addition, we provide a comparison between the con-
ventional ranking loss [42] and the margin loss used in our
approach by modifying our approach to train on rank loss.
This results in a lower performance of 84.70, demonstrating
that the margin loss is more suitable for the WS-VAD task.
We also provide a comparison of the number of model pa-
rameters in Table 1. It can be observed that our approach
has the smallest network size with 0.26M parameters. No-
tably, compared to Chen et al. [5], our approach demon-
strates a drop of 1.51% AUC but with 24.2M lesser param-
eters, providing a reasonable balance between the perfor-
mance and the model size.

4.5. Quantitative results on XD-Violence Dataset

Following existing SOTA methods, the performance of
our proposed approach using mAP and AUC metrics on
XD-Violence dataset are reported in Table 2. While our ap-
proach outperforms all compared method in terms of AUC
by achieving 91.53%, it yields slightly lower mAP of 75.45
compared to some existing methods. However, given the
smaller model size and good AUC performance, our ap-
proach is competitive.

5. Analysis and Discussion
We perform extensive ablation studies to evaluate the im-

portance of different components used in our approach as
well as analyze the sensitivity of our method to various hy-
perparameters.

5.1. Ablation study

A detailed ablation study is provided in Table 3 and each
set of experiments is discussed below:
On using margin loss for noisy labels: For our anomaly
scoring head (Cϕ), we compare the performance difference
between the commonly used mean squared error (LMSE)
loss and our margin loss (Lmargin) designed specifically
to handle label noise. Training only with Cϕ, the margin
loss Lmargin outperforms MSE loss (LMSE) by 11.21% on
the UCF-Crime dataset, which demonstrates its utility. On
XD-Violence dataset, the improvement in performance us-
ing Lmargin is not as noticeable. It may be attributed to the
smaller length of videos in this dataset, which corresponds
to less noise in the labels.
On impact of boundary localization and center localiza-
tion losses: We evaluate the performance of our approach
with and without boundary localization and center localiza-
tion heads. It may be noted that using these additional heads
without shuffling (by simply concatenating the segments
from the normal and anomaly videos one after the other)
negatively impacts the performance compared to only the
anomaly scoring head. However, shuffling results in notable
performance gains, which demonstrates that the stochastic
shuffling mechanism goes hand in hand with our boundary
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(a) (b) (c)

Figure 2. Training loss visualizations of our approach. (a) Lmargin is based on the weak labels available for training therefore demonstrates
less fluctuations. (b) LIOU and (c) LBCE losses are computed based on sef-supervisory signals, thus demonstrating slight fluctuations.
However, all losses converge reasonably.

and center localization heads and contributes positively to-
wards the overall performance.

5.2. Sensitivity to Hyperparameters

In this section, we analyze and discuss several design
choices, parameter selection, and the empirical justification
of other settings of our approach.
Relative importance of the three losses: In Table 4, we
summarize the study on utilizing different weight values for
the boundary and center localization losses used in the train-
ing of our approach, while fixing the value of λmargin to 1.
The optimal performance is achieved when localization loss
weight λiou is set to 1 and center localization loss weight
λbce is set to 0.5. This demonstrates that our losses not only
align well with the overall training objective but also play a
strong role in successful training of the proposed approach.
Impact of state transition probability: The stochastic
shuffling strategy is a vital part of our training mechanism
and is controlled by the transition probability from anomaly
to normal state (say γ). We fix the normal-anomaly transi-
tion probability at 0.05. When γ is low, lesser mixing oc-
curs and consequently lower number of virtual events cre-
ated. On the other hand, a higher value of γ will result in
boundaries being created too frequently. We conduct exper-
iments to identify the optimal γ value and the results are
summarized in Figure 4. Horizontal axis represents varying
values of (1 − γ) whereas the left vertical axis represents
AUC% score on UCF-crime dataset. The right vertical axis
represents the total number of virtual events generated as a
result of the respective γ values. The best performance is
achieved when γ is set to 0.25, which corresponds to an av-
erage of 3 virtual events per shuffled sequence created using
two videos.
Impact of using videos from different classes for shuf-
fling: In MIL methods, it is a common practice to have one
positive and one negative bag to carry out the training. Our
method also carries out shuffling between a normal and an

anomaly video to ensure that the labels from both classes
are present during each iteration (Section 3.2). To validate
the importance and correctness of this configuration, we
carry out experiments using (A) ‘anomaly-anomaly/normal-
normal’ and (B) ‘no-constraint’ configurations. In configu-
ration (A), an anomaly video is always paired with another
anomaly video and a normal video is always paired with
another normal video. This configuration results in a no-
ticeably lower performance of 61.77%. Configuration (B),
which does not enforce any constraint, demonstrates a per-
formance of 81.83%. However, the best performance of
85.47% is achieved when pairing is done across classes.
Impact of multi-modality on our approach: Although our
approach is not specifically designed for multimodal train-
ing, we have carried out a set of experiments to observe the
performance when trained on different modalities of XD-
Violence dataset. The results of these experiments are sum-
marized in Table 5. While RGB modality is the most im-
portant for VAD, combining flow or audio individually with
RGB improves the performance. However, the best perfor-
mance is achieved when all three modalities are combined.

5.3. Qualitative Analysis

Anomaly Scores: Anomaly score predictions of our ap-
proach on various videos of UCF-Crime are presented in
Figure 3. It can be observed that in cases such as Stealing
and Burglary, our approach produces higher anomaly scores
corresponding to the anomaly ground-truth. Moreover, in
the case of two normal videos, our approach correctly pro-
duces significantly lower anomaly scores. A slight failure
case can be observed in Stealing079, where the model keeps
predicting high anomaly scores after the stealing event is
over. Careful analysis of this video shows that the stolen
item was left behind by the thief and a commotion occurred
at the scene. Although this was labeled as normal, it is
clearly not normal and this explains the higher anomaly
scores produced by our model.
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LMSE Lmargin LIOU + LBCE Shuffle (γ) AUC (%) - UCF AUC (%) - XD AP (%) - XD
✓ × × × 72.24 91.14 74.16
✓ × × ✓ 71.51 91.10 74.66
✓ × ✓ × 82.79 90.46 71.03
✓ × ✓ ✓ 83.76 91.21 73.08
× ✓ × × 83.45 91.51 71.37
× ✓ × ✓ 82.96 91.44 72.03
× ✓ ✓ × 81.36 89.59 73.49
× ✓ ✓ ✓ 85.47 91.53 75.45

Table 3. Ablation studies of our method based on multiple training configurations. Different components of our approach are removed to
observe the performance gains.

λmargin λIOU λBCE AUC%
1 1 1 84.90
1 0.5 1 84.80
1 1 0.5 85.47
1 0.5 0.5 81.00
1 0.1 0.1 81.60
1 0 0 82.96

Table 4. Weight balancing different values of losses. As seen, too
high or too low values result in degraded performances.

Feature Dimension AP AUC
RGB+Flow+Audio 2048 75.5 91.5

RGB 1024 66.9 88.8
RGB+Flow 2048 70.2 90.6
RGB+Audio 1152 71.4 91.1
Flow+Audio 1152 66.7 88.7

Flow 1024 60.7 85.6
Audio 128 56.5 82.9

Table 5. Analysis on different modalities of XD-Violence
dataset.R:RGB, F:Flow, A:Audio.
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Figure 3. Test prediction plots generated by our model on different
videos of UCF-Crime. Shaded areas indicate ground-truth annota-
tion depicting anomalous segments.

Losses and Convergence: In Figures 2, we provide the
overall training progress by plotting all three losses and the
AUC of the model. It can be seen that overall model con-
verges reasonably with the three losses gradually decreas-
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Figure 4. Impact of shuffling probability γ. Note that the x-axis is
(1−γ) and the right y-axis is the average number of virtual events
obtained after shuffling.

ing. The AUC performance of our approach drops initially.
However, it increases afterwards and gradually peaks after
about 100 epochs. The initial decrease in performance may
be attributed to the pseudo-labels that we create to train the
boundary localization and center localization losses.

6. Conclusion
In this work, we presented a new variant of MIL based

weakly-supervised video anomaly detection that avoids the
pitfalls of ranking loss. Apart from leveraging a margin loss
to optimally train the model on noisy labels, we have pro-
posed a self-supervised feature shuffle mechanism and in-
troduced center and boundary localization losses to regu-
larize the training. Despite the simplicity of the proposed
approach, we have demonstrated that it works well on two
large-scale video anomaly datasets.
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Mathieu Lamard. Multiple-instance learning for medical im-
age and video analysis. IEEE reviews in biomedical engi-
neering, 10:213–234, 2017.

[37] Manassés Ribeiro, André Eugênio Lazzaretti, and
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