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Abstract

Multimodal Person Re-identification is gaining popular-
ity in the research community due to its effectiveness com-
pared to counter-part unimodal frameworks. However, the
bottleneck for multimodal deep learning is the need for a
large volume of multimodal training examples. Data aug-
mentation techniques such as cropping, flipping, rotation,
etc. are often employed in the image domain to improve
the generalization of deep learning models. Augmenting
in other modalities than images, such as text, is challeng-
ing and requires significant computational resources and
external data sources. In this study, we investigate the ef-
fectiveness of two computer vision data augmentation tech-
niques: ”cutout” and ”cutmix”, for text augmentation in
multi-modal person re-identification. Our approach merges
these two augmentation strategies into one strategy called
”CutMixOut” which involves randomly removing words or
sub-phrases from a sentence (Cutout) and blending parts of
two or more sentences to create diverse examples (CutMix)
with a certain probability assigned to each operation. This
augmentation was implemented at inference time without
any prior training. Our results demonstrate that the pro-
posed technique is simple and effective in improving the per-
formance on multiple multimodal person re-identification
benchmarks.

1. Introduction

Person re-identification (ReID) is an important and pop-
ular research problem in the computer vision commu-
nity [34]. Existing data-driven methods mostly rely on the
image domain [48]. Recently, the use of text queries for per-
son re-identification has gained significant attention, partic-
ularly in the form of search queries in natural language de-
scriptions [1, 21, 22]. These models enable the retrieval of
individuals in images using verbal or written text descrip-

tions, making them appealing to human nature. However,
this approach presents additional challenges in computa-
tional modeling, including the high cost of obtaining ac-
curate and comprehensive training data and the difficulty of
consistently and reliably modeling, as well as interpreting it
for arbitrary images. Poor-quality surveillance images and
limited access to an appropriate dataset further complicate
this.

In recent years, there has been significant research inter-
est in embedding representations of images and text into
a joint space for various tasks. This approach has been
successfully applied to tasks such as image annotation and
search [2, 17], zero-shot recognition [31, 35], robust image
classification [10], image description generation [16], vi-
sual question-answering [27], and more. Overall, the ability
to embed representations of images and text in a joint space
offers numerous potential benefits for a wide range of tasks.

In addition to utilizing multi-modal input, data augmen-
tation has been widely used in computer vision (CV) over
the past decade. Geometric augmentations on images such
as cropping, reflection, and translation [19] have become
standard techniques in CV and have rapidly become a com-
mon way to improve the generalization of computer vision
models [13, 33]. In particular, these techniques have been
used to increase the size of the training dataset and mitigate
overfitting. However, augmenting data in natural language
processing (NLP) has been a challenging task. A simple
approach like synonym replacement [47] [41] requires an
external data source (such as a thesaurus) and introduces
additional engineering costs for the synset selection algo-
rithm. Other methods like pre-trained language models [18]
or translation systems [9, 41] are required to rephrase the
training text, limiting the set of languages that can bene-
fit from data augmentation and making low-resource lan-
guages even more challenging compared to English. Fur-
thermore, these methods require significant computational
resources. To address these challenges, NLP researchers
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have proposed the application of computer vision methods
like Mixup [11, 12, 15] which combines pairs of examples
by taking weighted linear combinations of their input data
and labels. This approach generates new synthetic examples
that are a linear interpolation of the input examples, thereby
increasing the diversity of the training data and improving
the model’s generalization ability. Mixup is a soft augmen-
tation technique that smoothly blends the input examples to
generate new examples, and the resulting examples often
retain the features of both input examples.

Cutout [6] and CutMix [44] are popular data augmen-
tation techniques used in computer vision to enhance the
robustness and generalization of deep learning models. Un-
like Mixup, our proposed augmentation CutMix and Cutout
are hard augmentation techniques that manipulate the input
data by removing or replacing parts of the input examples
and introduce a higher degree of variation to the input ex-
amples, often leading to more significant changes in the in-
put data. This can enhance the model’s resilience to noise
and distortions in the input data in NLP. These techniques
are effective in increasing the size of the training data set
and preventing overfitting. In our study, we considered hav-
ing only one sentence description for each person, which
makes it difficult to implement Mixup algorithms that re-
quire pairs of examples. Therefore, we focused on utilizing
CutMix and Cutout techniques since they can be applied to
single examples and still introduce variation in the data.

We adapted these methods for augmenting text descrip-
tions and employed them in the context of multimodal per-
son re-identification. Figure 1 compares our approach with
some of the important existing text-augmentation methods.
Unlike Synonym PPDB [28] and Word Embedding [39],
our approach is simple and does not require a Thesaurus
or external database such as WordNet. Synonym PPDB,
which substitutes some of the original words with their syn-
onyms, has produced a sentence that is grammatically cor-
rect but lacks coherence and accuracy in describing the orig-
inal scene. The phrase ”eyes walked with two paws on ei-
ther other” seems to be a result of an error in the synonym
substitution process and does not make sense in the context
of the scene. Similarly, Word Embeddings, which gener-
ates variations of the text by substituting words with simi-
lar meaning, has produced a sentence that is similar to the
original text, but with slight differences in wording. How-
ever, the technique seems to have missed some important
details of the scene, such as the fact that he is wearing a
black coat and black trousers. On the other hand, Cutout
and Cutmix have produced variations of the original text
that are coherent and precise in describing the scene. Cutout
has masked out a random portion of the image, while Cut-
mix has blended two different images by cutting and pasting
a random portion of one image onto another. Both tech-
niques have retained the main elements of the scene, such

Figure 1. Displays a comparison of different text augmentation
strategies used as input for person re-identification models. The
first row, from left to right, shows the original text and the text
augmented using synonym replacement from the PPDB dataset.
The second row, from left to right, shows the text augmented using
Cutout and the text embeddings generated using Word2Vec.

as the man’s clothing while introducing minor variations
in the phrasing. Our method involves applying text aug-
mentation techniques to the query input, which comprises
text and images. Figure 2 summarizes our pipeline. The
text is processed to generate multiple representations us-
ing text augmentation methods. These representations are
then fed to a text encoder, which generates corresponding
text embeddings. Similarly, the image is passed through an
image encoder, which generates image embeddings. The
generated text embeddings are aggregated together, and the
resulting aggregation is concatenated with the image em-
bedding to form the final representation of the query input.
In our pipeline, we utilized a pre-trained CLIP model [30],
which is trained on large amounts of diverse text and image
data and can generate high-quality text and image embed-
dings that capture the semantic and visual information in
the input data.

To sum up, one of the key contributions is a simple yet
effective text augmentation technique called CutMixOut
inspired by cutout [7] and cutmix [43]. We employ it during
inference for multimodal person re-identification. To the
best of our knowledge, this is the first work employing text
augmentation in multimodal person re-identification. From
the extensive experiments, we found it highly effective for
person re-identification. Our results demonstrate that the
proposed approach can significantly enhance the general-
ization of a model without further training.

2. Related Work
Previous research on ReID has primarily focused on de-

veloping discriminative features such as foreground his-
tograms [4], bag-of-visual words [47], or hierarchical Gaus-
sian descriptors [25]. However, ReID can also be ap-
proached as a metric learning problem, which requires a
reasonable distance measurement for inter- and intra-class
samples [20]. These two approaches have been combined in
deep neural networks [42], where the parameters are opti-
mized using an appropriate loss function. The use of CNNs
has become common, with ResNet-50 [13] being a popular
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model for most ReID datasets. However, CNNs have been
criticized for highlighting irrelevant regions due to overfit-
ting limited training data. To address this, lightweight mod-
els such as OSNet [49] have been developed, and network
architecture search has been used to create compact models.
Additionally, a researcher [46] has proposed a data selection
method to choose generalizable data during training. While
these methods have shown good results on small datasets,
their performance drops significantly on larger datasets such
as MSMT17 [40], mainly due to overfitting. Incorporat-
ing prior knowledge into a neural network can help prevent
overfitting. One approach is to use features from different
regions for identification, which can be achieved by divid-
ing the feature into horizontal stripes. The PCB [36] and
SAN [29] models enhance the network’s ability to represent
the local region in this way. The MGN [38] model takes this
approach further by utilizing a multiple granularity scheme
on feature division and has several branches to capture fea-
tures from different parts. However, this results in increased
model complexity. The BDB [3] model has a simpler struc-
ture with only two branches, one for global features and the
other for local features, and employs a batch feature drop
strategy to randomly erase a horizontal stripe for all samples
within a batch. CBDB-Net [37] builds on this by enhancing
the feature-dropping strategy.

Recently the use of text queries for personal search
has gained significant attention, particularly in the form of
search queries in natural language descriptions [1, 21, 22].
These models allow for performing image searches using
natural language, making it more natural and understand-
able. This is a key factor in successfully increasing the gen-
eral reach of a method in the real world. However, this
approach presents additional challenges in computational
modeling, such as the high cost of obtaining accurate and
rich training data and the difficulty of consistently and re-
liably modeling rich and complex sentence syntax, as well
as interpreting it for arbitrary images. This is further com-
plicated by poor-quality surveillance images and limited ac-
cess to a proper dataset. In recent years, there has been sig-
nificant research interest in embedding representations of
both images and text into a joint space for a variety of tasks.
This approach has been successfully applied to tasks such
as image annotation and search [2, 17], zero-shot recogni-
tion [31, 35], robust image classification [10], image de-
scription generation [16], visual question-answering [27],
and more. Overall, the ability to embed representations of
images and text in a joint space offers numerous potential
benefits for a variety of tasks.

3. Methodology
Given a set of N gallery images I1, I2, ..., IN and a

query image Q, the goal of a person re-identification is to
find the image in the gallery set that is most similar to the

query image. The process of generating embeddings in-
volves mapping each image to a d-dimensional vector that
captures the essential features of the image. In the past,
hand-crafted features [24], distance metric learning [26]
and deep learning architectures [23] have been employed to
learn the features f(Ii) = ϕ(Ii). where Ii is the ith image
in the set, ϕ is the image model, and f(Ii) is the embedding
vector for image Ii.

Once the embedding vectors are computed, the distance
between the query embedding and each image embedding
can be measured using a distance function such as the Eu-
clidean distance or cosine distance. The similarity score
between the query image and each image in the set can be
computed as: S(Ii, Q) = d(f(Ii), f(Q)), where Q is the
query image, f(Q) is the embedding vector for the query
image, and d is the distance function. Unlike most previ-
ous works that deal with images only, we are dealing with
multi-modal data for a person re-identification.

Multimodal person re-identification involves identifying
individuals across different sources of data, such as images,
videos, and text. While visual features have traditionally
been the main focus of person re-identification, text can
also play an important role in this task. Text can provide
valuable information about a person’s identity, which can
include a wide range of information related to a person’s
appearance, including the color and style of their clothing
This information can be used to supplement visual features,
especially in cases where the visual information is incom-
plete or ambiguous. A multimodal person re-identification
involves learning the joint representation of data from mul-
tiple sources and comparing the query with the gallery simi-
lar to that of an image-based person re-identification. In this
paper, we use textual descriptions along with images. Let Ti

be the textual description for image Ii and f(Ii) and g(Ti)
be their embedding representations, respectively. A multi-
modal person re-identification can be formulated as shown
below.

E(Ii) = [f(Ii), g(Ti)]

E(Q) = [f(Q), g(Tq)]

S(Ii, Q) = d(E(Ii), E(Q))

In the above equations, Q is Query, and d is the distance
function between the joint embedding vectors. Our contri-
bution lies in generating the textual embedding by employ-
ing cut-out and mixing textual descriptions.

3.1. TextAug: Text Augmentation

Our proposed method for enhancing the performance
and robustness of deep learning models in the task of person
re-identification involves the use of inference time text aug-
mentation techniques, specifically cutout and cutmix. These
techniques, which are commonly used in computer vision
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Figure 2. The figure illustrates our architecture for person re-identification, which utilizes both text and image inputs. During inference, the
text input is augmented to generate multiple representations and fed into a Clip pre-trained text backbone model. The resulting embeddings
are summed to create a single text embedding. The image input is also fed into a Clip pre-trained image backbone model. The text and
image embeddings are concatenated to generate a single embedding vector, which is used for re-identification by measuring the distance
between the query and gallery vectors.

tasks such as image classification, involve randomly remov-
ing a portion of an image or blending parts of multiple im-
ages. We apply these techniques to the text portion of the
query input to create multiple representations of the text.
In CutMix, the binary mask M is used to select which sub-
sentences from A should be used to create the new exam-
ple XC . The mask is created by randomly selecting a con-
tiguous subsequence in A and replacing its sub-sentences
with the corresponding sub-sentences from a copy of A.
This process creates a new example that combines the sub-
sentences from A. The resulting example Tmix is calculated
by element-wise concatenating the sub-sentences from A
and its copy according to the binary mask M. This creates
a new example with a mix of sub-sentences from both parts
of A, resulting in a more diverse dataset. The mathematical
representation for CutMix with a single sentence A is as fol-
lows: Let A = [a1, a2, ..., an] be a single sentence of length
n substances. Let A′ be a shuffled version of A, denoted
as A′ = [a′1, a

′
2, ..., a

′
n]. The resulting example XC can be

calculated as:

Tmix = M ∗XA + (1−M) ∗XA′ (1)

In CutOut, the binary mask M is used to remove parts of the
input text A to generate the cutout text representation XC .
This process involves randomly selecting contiguous subse-

quences in A and replacing them with a special token that
indicates they have been removed. The resulting text rep-
resentation Tout is obtained by element-wise concatenating
the remaining sub-sentences from A according to the binary
mask M. This creates a new text representation with parts of
the original input text removed, resulting in a more robust
dataset for training NLP models. The mathematical repre-
sentation for CutOut with a single sentence A is as follows:
Let A = [a1, a2, ..., an] be a single sentence of length n. Let
M = [m1,m2, ...,mn] be a binary mask vector of length n,
where mi = 1 if the corresponding sub-sentence ai is not
removed, and mi = 0 otherwise. The new sentence Tout is
calculated as:

Tout = M ∗XA (2)

Finally, we randomly choose between Tmix and Tout to
obtain the final augmentation results TCutMixOut:

TCutMixOut =

{
Tmix with probability pmix

Tout with probability pout
(3)

In both CutMix and CutOut, the binary mask M is generated
randomly, ensuring that different text representations can be
generated from the same input.
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3.2. Generate embeddings

For text and image backbone, our method builds upon
the currently most popular visual-language pre-training
(VLP) model, which has recently made significant progress
and shown its rich cross-modal correspondence informa-
tion and powerful visual representation capacity. Recently
has made significant progress and shown its rich cross-
modal correspondence information and powerful visual rep-
resentation capacity the most prominent example of this is
the Contrastive Language Image Pretraining (CLIP) model,
which contains abundant multi-modal knowledge. This
model has been used in various tasks and has produced im-
pressive results, including video-text retrieval, image seg-
mentation, dense prediction, and video understanding. 768
CLIP structure comprises two encoders - an image encoder
and a text encoder, both built from a feature extractor and
a projector. The feature extractor in the image encoder
uses a ViT of 512 widths, while the text encoder uses a
Transformer of 512 widths to extract features. The pro-
jectors then map these features to a 512-dimensional latent
space. Specifically, the image pre-trained model generates
an embedding vector v(I) that describes the contents of the
image. These embeddings can then be used by mapping
them to a d-dimensional space using a linear projection ma-
trix W : f(I) = Wv(I), where f(I) is the resulting d-
dimensional image embedding vectors, respectively. The
projection matrix W can be learned from training data or
pre-defined and shared across different tasks. The choice
of the dimensionality d of the embedding vectors depends
on the pre-trained model. To incorporate text augmenta-
tion, each of the augmented texts uses the same text model
backend and linear projection as above. We aggregate these
embeddings, resulting in a final embedding vector for the
original text input that captures a range of possible mean-
ings and variations: faug(T ) =

∑k
i=1 Wv(Ti), where Ti

denotes the ith augmented text input, v(Ti) epresents the
embedding vector for that input, and k is the total number
of augmented texts generated. As previously described ear-
lier, we use the faug(T ) for the downstream task of person
re-identification. After generating the separate embeddings
for text and image inputs, we concatenate the text and im-
age information as J = [faug(T ); f(I)] , where J is the
joint embedding vector. The resulting concatenated embed-
ding vector J checks the similarity between two different
person instances. The aim is to find the image and textual
description pair [f(T’); f(I’)] that minimizes the distance to
the target image and textual description pair (I, T ) across
all images and textual descriptions captured from different
cameras and sources. Mathematically, this can be expressed
as

(I ′, T ′) = argmin
I,T

d(JI,T , J
′
I′,T ′ ])

Dataset #Images #Texts #Cameras
RSTPReid 20505 41010 15

PETA 1400 1400 6

Table 1. Describes the dataset used in the person re-identification
experiments. It includes the following information the total num-
ber of images, the number of text descriptions, and the number of
cameras used to capture the images.

4. Experiments
Datasets

In this paper, we used two datasets to evaluate our ap-
proach, the first one RSTPReid (Real Scenario Text-based
Person Re-identification) [50] which is designed to handle
real-world scenarios using the MSMT17 dataset [40]. It
contains 41,010 textual descriptions and 20,505 images of
4,101 individuals. Each individual has 5 images captured by
15 cameras, with each image having 2 corresponding text
descriptions, and each description being at least 23 words
long. The second dataset was built based on the PETA [5]
dataset. The PETA dataset comprises 19,000 images with
resolutions varying from 17 x 39 to 169 x 365 pixels, each
image labeled with 61 binary and 4 multi-class attributes.
The binary attributes include a comprehensive list of rele-
vant characteristics such as demographics (e.g. gender and
age group), appearance (e.g. hairstyle), clothing style for
the upper and lower body (e.g. casual or formal), and acces-
sories. The four multi-class attributes include 11 basic color
classifications for footwear, hair, upper-body clothing, and
lower-body clothing. We used the labeled attribute for each
image to create a text description with max 21 words. For
each attribute, we construct a sentence that includes the at-
tribute and the corresponding verb. For instance, ” wearing
a skirt,” ”wearing long sleeves,” ”has long hair,” ” wearing
sunglasses,” and ” holding a bag.”

4.1. Evaluation Metrics and Compared Methods

To evaluate the performance of the proposed approach
we adopted the commonly used Cumulative Matching Char-
acteristics (CMC) curve which is a widely used evaluation
metric for person re-identification methods.

CMC(k) =
1

N

N∑
i=1

[ranki ≤ k] (4)

where N is the total number of query images, ranki is the
rank of the correct match for the ith query and [ranki ≤
k] is an indicator function that equals 1 if the rank of the
correct match is less than or equal to k, and 0 otherwise.

To demonstrate the effectiveness of our proposed aug-
mentation strategies method, we compare it with two exist-
ing text augmentation strategies: synonym-based PPDB and
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word embedding techniques. The synonym-based PPDB
method generates augmented data by replacing words in the
original text with their synonyms. The idea behind word
embeddings is to map each word to a low-dimensional vec-
tor in a continuous space. The vectors capture the meaning
of the words, such that words with similar meanings are
mapped to similar vectors.

Finally, we compare the performance with different in-
put representations such as image-based (OSNet [48]), text-
based (DSSL [51], SSAN [8], and , IVT [32]) This enables
us to determine which input representations are most effec-
tive for accurately identifying individuals across different
datasets and scenarios.

4.2. Experimental Results

Figure 3. presents the results of using CutMixOut augmentations
with varying caption lengths on person re-identification perfor-
mance. The experiments were conducted on the PETA dataset
using the ViT-L14 model.

The experiments are designed to achieve three main ob-
jectives. First, investigate the impact of text augmentation
(TextAug) strategies during inference on improving the re-
sults. This is our proposed method. Second, compare the
performance of using a mixed model or Multimodal (MM)
that combines images and text with other models that use
only one modality. Finally, demonstrates the superiority
of the proposed augmentation strategies over existing tech-
niques in the person re-identification problem.

The first experiment aims to evaluate the effectiveness
of different input modalities for the task of person re-
identification on various backbones to ensure the reliability
of our findings. We assess the performance of various input
types, including text, augmented text (TextAug), and Multi-
modal (MM) input, which combine both text and images on
different architectures. The results are shown in table 2. We
used the following pre-trained models to test our approach:
ViT-32, ViT-L14, ViT-B16 [45], and ResNet50 [14]. Each

Model TextAug Input Top 1 Top 5 Top 10
Image 13.5 26.0 33.1

ViT 32
✗

MM 20.0 40.2 48.1
Text 31.0 40.2 45.0

✓
MM 30.0 45.0 53.0
Text 35.0 50.0 57.0

Image 20.8 37.7 44.9

ViT-L14

✗
MM 42.8 55.9 66.2
Text 40.9 55.2 61.5

✓
MM 60.0 79.5 84.1
Text 57.4 74.2 83.0

Image 15.4 29.5 34.6

ViT-B16

✗
MM 47.2 59.1 65.6
Text 44.7 56.1 60.1

✓
MM 59.8 77.0 84.5
Text 56.4 74.9 82.6

Image 14.6 21.3 29.5

ResNet50

✗
MM 39.9 50.9 58.1
Text 37.1 48.4 54.6

✓
MM 54.9 75.8 81.3
Text 53.8 74.4 80.0

Table 2. Shows the performance of ViT-32, ViT-L14, ViT-B16,
and ResNet50 models on a person re-identification task with (✓)
and without (✗) text augmentation conducted on the RSTPReid
dataset and multi-modality.

of these models was evaluated both with and without text
augmentation. The results show that all models achieve
higher top-k accuracies with text augmentation than with-
out. The largest improvement is seen in the ViT-L14 model,
which achieves a top-1 accuracy of 60.0% with text aug-
mentation compared to 42.8% without. The ViT-B16 model
also shows a significant improvement with text augmenta-
tion, particularly in the top-10 accuracy, where it achieves
84.5% compared to 65.6% without. The ResNet50 model
shows less improvement with text augmentation, particu-
larly in the top-1 accuracy, where it only improves from
39.9% to 54.9%.

The objective of the second set of experiments was
to compare various augmentation strategies for person re-
identification at inference time. The results are presented
in table 3. The results indicate that using data augmenta-
tion strategies can significantly improve the performance of
the model. The model trained without any augmentation
strategy performed poorly, with a top-1 accuracy of only
20.8%. Adding augmented images and texts to the input
during inference improves the performance of the model,
with a top-1 accuracy of 57.4%. The proposed strategy,
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Figure 4. Presents the results of the RSTPReid dataset experiment, where the top 10 ranking retrieval results of the ViT-L14 model were
compared with different input types. The first row, on the left, shows the output for text-based input without augmentation, and on the right
augmented text. The second row, from left to right, illustrates mixed embedding combining image and text embedding and image-based
person retrieval.

Method Input Top 1 Top 5 Top 10
Image 20.8 37.7 44.9

No Aug. MM 42.8 55.9 66.2
Text 40.9 55.2 61.5

Synonym MM 18.97 33.3 43.6
(PDDB) Text 16.4 29.7 43.1

Synonym MM 15.4 31.2 45.6
(Word Embeddings) Text 15.9 32.3 39.5

TextAug (Ours) MM 60.0 79.5 84.1
Text 57.4 74.2 83.0

Table 3. shows the results of different augmentation strategies
used for person re-identification at inference time. The experi-
ments were conducted on the RSTPReid dataset using the ViT-L14
model.

which builds on the cutmix and cutout with mixed input
(image and augmented text), outperforms other strategies
with a Top 1 accuracy of 60.0% and Top 10 accuracy of
84.1%. In contrast, using synonym substitution with mixed
input or PPDB with text input as the augmentation strategy
leads to lower accuracy across all CMC(K) metrics. Simi-
larly, using word embeddings with text input or mixed input
leads to lower accuracy in top-1 and top-5 metrics compared
to other strategies.

Table 4 shows a comparison of person re-identification
top-k rank performance between different input representa-
tions. Among these methods are DSSL, IVT, and SSAN
which are text-based, and OSNet which is image-based.
In addition, the table includes TextAug, which is the pro-
posed method that leverages both text and images for person
re-identification. TextAug outperforms all other methods
across all top-k rankings, achieving a top-1 rank of 60.0%,
a top-5 rank of 79.5%, and a top-10 rank of 84.1%. This

Method Top 1 Top 5 Top 10
DSSL [51] 39.1 62.6 73.9
SSAN [8] 43.5 67.8 77.15
IVT [32] 46.7 70.0 78.8
OSNet [48] 47.2 66.3 75.4
TextAug(Ours) 60.0 79.5 84.1

Table 4. Comparison of person re-identification top-k rank perfor-
mance between DSSL, SSAN, ONet, and our method.

suggests that the combination of text and images can result
in more accurate person re-identification than relying solely
on either modality alone.

Further experiments were conducted to investigate the
impact of text augmentation with varying caption lengths on
person re-identification performance on the PETA dataset.
The results are presented in figure 3, which shows the top-
1, top-5, top-10, and top-20 accuracy for each augmentation
strategy. The first row of the table shows the results with-
out any augmentation, which resulted in a top-1 accuracy
of 23%. Augmentation with mixed embeddings resulted in
higher accuracy than text embeddings, with a top-1 accu-
racy of 48% and 35%, respectively. Furthermore, the re-
sults demonstrate that increasing the number of words in the
caption improved the accuracy. The highest top-1 accuracy
was achieved using Aug21− 21 with mixed augmentation
(60.0%) and Aug13− 17 with text augmentation (56%).

4.3. Qualittive Analysis

Figure 4 provides a visual representation of the outcomes
from our experimentation on person re-identification us-
ing the ViT-L14 model. The experiment aimed to investi-
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Figure 5. Display the t-SNE results obtained from experiments on person re-identification using the ViT-L14 model on the RSTDreid
dataset. Each colored point represents a unique individual, and the figure includes the following input types: (a) image input, (b) text-based
input without augmentation, (c) augmented text-based input, and (d) mixed input that combines both image and text embeddings

gate the impact of different input types on retrieval accu-
racy. In the scenario involving image-based or text-based
input without any augmentation, only one correct retrieval
is observed, highlighting the inherent limitations of relying
solely on either visual features or textual descriptions for
person re-identification. However, when augmented text
is introduced, a notable improvement in the accuracy of
text-based retrieval is observed, resulting in four correct re-
trievals. Additionally, in the case of Mixed Embedding (Im-
age and Text), the results are highly effective, with the first
four retrieval outcomes being accurate. To visually analyze
the distribution of individuals in the feature space and iden-
tify clusters of similar individuals for re-identification pur-
poses, we employed T-SNE plots generated from our person
re-identification study. In Figure 5, each colored point cor-
responds to a distinct individual. Notably, the embeddings
generated solely from the image backbone are widely scat-
tered, lacking close clustering. However, when text match-
ing is employed, we observed an improvement in the re-
sults, as the embeddings with identical identities became
closer together. The results were further improved when
augmented text was introduced as input to the text embed-

ding backbone, particularly when the augmented text was
merged with image embeddings.

5. Conclusion
This study proposes TextAug, a novel approach to mul-

timodal person re-identification by combining image and
text data using text augmentation techniques at inference
time. The experiments conducted demonstrate that Tex-
tAug is an effective method for improving the performance
of image-based person re-identification models, particu-
larly for models with transformer architectures such as ViT.
The proposed approach improves the generalization of deep
learning models in NLP and the robustness of person re-
identification models. By generating additional variations
of the input text at inference time, the proposed approach
achieves improved person re-identification performance and
provides a comprehensive input for the distance function.
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