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Abstract

The use of machine learning models to improve indus-

trial production quality is becoming more popular year

after year. The main reason is the huge data availabil-

ity and the impressive boost of performance of such meth-

ods achieved in the last decade. In this work we propose

an adaptation of three well known machine learning algo-

rithms to estimate the quality of cut in industrial laser cut-

ting machines. The challenge here is to use a pool of mul-

timodal parameters coming from different sensors and fuse

them in order to detect the cutting status of the machine in a

near-online modality. We analyze then generative and dis-

criminative approaches based on Gaussian Mixture Mod-

els, Recurrent Neural Networks, and Convolutional Neural

Networks in a supervised setting. Results are computed on

a brand-new dataset that is freely available for reference.

1. Introduction

In recent years machine learning has attracted a lot of

attention for many applications in industry spanning from

predictive maintenance [15, 16], self-driving cars [23, 22]

and healthcare [18, 21] to name a few. The main reasons for

such popularity boost is due to the large and diverse amount

of digital data that is now available and to the extraordinary

development of the GPU computing that enables process-

ing of data in parallel at high speed. In this regards, Neural

Networks have played a big role, enhancing performance of

machine vision algorithms to an impressive level [12]. In-

dustries and research institutions are pushing on this theme,

researching methods to efficiently fuse information coming

from different modalities in order to produce a better infer-

ence [17, 10, 3, 5].

In this work we focus on a particular application of pre-

Figure 1. Adige 3D laser cutting machine LT8.10. Courtesy of

Adige S.P.A. - BLM Group

dictive process analysis, exploiting data generated by an ad-

vanced laser cutting machine (i.e. LT8.10 manufactured by

Adige S.p.A. in Figure 1) aiming at detecting the cut inter-

ruption in this type of systems while cutting metal tubes or

sheets. In this work we propose an extensive experimen-

tation of different machine learning approaches to classify

multiple process status indicators. Industrial laser cutting

machines are built to perform fast, precise, and high qual-

ity cut of metal material. The possibility to cut different

types of metal of multiple thicknesses using different cut

technologies requires the machine manufacturer to produce

a large amount of presets optimized for each combination of

these properties. This procedure is named characterization

and entails a highly time-consuming task. However, these

properties are often not homogeneous in the material: for

example, if we consider a metal tube obtained by folding a

metal sheet and welding along its edges, it might show an

uneven surface and thickness on the welding zone, often re-

sulting in bad quality cuts or, in the worse case, a lack of

continuity in the cut. Welding is not the only troublesome

case; similar conditions might be produced by rust that lo-

cally changes the reflectance of the material, or by a wrong

selection of cutting parameters by the operator.

In order to close the loop and allow the machine to be

able of automatically understanding when the cut has not
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been performed correctly is therefore of paramount impor-

tance to analyze the process ongoing in a near-real-time

manner, i.e. with latency short enough to allow to take ef-

fective counter-measures.

Our goal is then to identify the loss of cut before the

piece is welded and ruined in order to perform some cor-

rective actions and avoid the stop of the production. In or-

der to do so, we use process parameters that are known to,

and commanded by, the machine such as laser power, gas

pressure, cut speed, type of geometry being cut, type of ma-

terial and type of gas. Together with these parameters we

also have the opportunity to use the light collected through

the optical fiber itself [19]. For the purpose of this work

we have recorded the light intensity synchronously to the

process parameters.

We have collected and labelled a large amount of data,

cutting more than 20 pieces where each piece has about 20

geometries each for over 400 single example cuts. Each

example is a time series of measures of the above mentioned

parameters. Each geometry counts an average of about 90

thousands measures.

To tackle this problem we performed an evaluation of

3 different approaches: the first is a generative method

where each class distribution has been modelled by a Mix-

ture of Gaussians and the class decision is then sampled by

the trained model. The other two methods are discrimina-

tive models based on deep neural networks. In particular,

the first is based on a Long Short-Term Memory Network

(LSTM) [8], and the second on a Fully Convolutional Neu-

ral Network [14] both properly adapted for the task in exam.

Our main contributions can be summarized in the fol-

lowing points:

• We have collected a dataset that to the best of our

knowledge is the biggest dataset for automatic laser

cutting finalized to the understanding of the quality of

this process.

• We adapted and tested three well-known machine

learning algorithms to the task, producing a thorough

set of results.

• We proposed an innovation on close-loop systems on

CNC industrial machine based on process sensors ex-

ploiting supervised information of data acquired on the

same machine and labelled by an expert operator.

This paper is presented as follows: in section 2 we give

an overview of the present state of the art and the works

that might have affinity to the current work; in section 3 we

present the laser cutting procedure giving a brief overview

of the technology to level unfamiliar readers; in section 4

we describe the proposed approaches, how we adapted the

traditional networks to the current problem. The results of

our extensive experiments are then reported in section 5 and

Figure 2. An example of visual outcome for a laser cutting process.

finally we conclude with a discussion of our results in sec-

tion 6 giving a peek to the possible future directions.

2. Related Works

The advent of the fourth industrial revolution, also

known as Internet of Things (a.k.a. commonly IoT) led

to huge investments in the automation of industrial pro-

cesses exploiting interconnected capabilities of different de-

vices. Simple AI driven solutions to weakly automate in-

dustrial processes (e.g. thresholding, simple statistical anal-

ysis, etc.) have been adopted for a long time. Recently,

advanced methods based on Machine Learning models are

rapidly taking over [11] because despite their complexity

they brought a large improvement in inference performance

ensuring also high robustness to noisy input data and reduc-

ing critical failure to an acceptably low level [24].

Nowadays Machine learning finds wide application on

a variety of fields such as healthcare applications [18, 21],

security and tracking [25, 6], sport analysis [7, 4], societal

challenges [9, 20]. The argument of this work is however

different from the previously mentioned topics: in this case

we propose an approach aiming at optimizing the industrial

process, in order to monitor the ongoing quality of the pro-

duction, rising alerts when the process is having setbacks

with the opportunity to detect anomalies and possibly in-

tervene in a way to restore the optimal process. In this re-

gards, to the best of our knowledge this is the first work that

uses Machine Learning in the field of the automation of the

laser tube cut quality control. There are a few akin appli-

cations where Machine Learning is having a great impact,

one of those is predictive maintenance. In this regard ap-

proaches of visual inspection [15] has been used to detect

dirt in small conducts and cavities. In our case traditional

imaging is not a good choice due to the high brightness of

the laser beam while hitting the metal surface (as shown in



(a)

(b)
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Figure 3. In (a) is shown a few examples of pieces and geometries

cut to generate ALCIDE dataset, in (b) and (c) we show the result

of an unexpected result, respectively an example of Bad Cut and

a few Missed Cut. One can notice that in case of Missed Cut the

geometry is not detached from the main piece.

Figure 2). We decided therefore to use machine parame-

ters and laser reflectance detectors. Given the explorative

flair of this research we have cast the problem as a classifi-

cation problem between different possible outcomes using,

as previously said, the information coming from the sen-

sors installed on the machine. What we propose is not an

uncommon strategy, similar decisions have been taken for

problems regarding industrial predictive maintenance [24]

unlike them in our case we only need to optimize one single

aspect which is the quality of the cut.

3. Laser Cutting

The process of cutting a metal wall by melting a nar-

row line of material through the energy conveyed by a laser

beam is called laser cutting.

At a process level, the laser beam — focused on a spot

with diameter typically around 0.2 mm — melts the cut ma-

terial and the liquid matter is quickly forced away from the

cut by a high-pressure (4–20 bar) jet of gas, which solidi-

fies the melt into little droplets. The cutting device is thus

a cutting head that focuses the laser beam through a noz-

zle, which also conveys a pressurized gas flow coaxially to

the laser beam. Depending on the cut material, the gas can

be inert (mostly Nitrogen; for some specific application Ar-

gon) or oxidizing (typ. Oxygen). Inert gasses are used on

materials that need to be protected from hot oxydization:

in this case, pressure is typically high (15 bar or more) and

also the laser power is relatively high. Oxygen is used for

cutting materials that undergo exotermic oxydization (typi-

cally carbon steel): for these materials most of the melting

power comes from the oxydization, the laser beam is more

a driver of the melting process than its sole power source,

and the laser power is typically low.

At a machine level, a laser cutting system is a Computer

Numerical Control machine tool that uses a cutting head

as a cutting tool. It is a machine that moves and possibly

orient the cutting head in the 3-D space according to the

trajectories written by the operator in a part-program. The

machine architecture depends on the semi-finished material

that has to be cut: when cutting sheet metal, the machine

typically has two x–y orthogonal axes (on the sheet plane)

plus a z axis (parallel to the beam) that moves to keep a

constant distance between nozzle and sheet metal surface;

when cutting tubes or beams the machine typically has at

least three and up to 5 axes, in order to freely contour cuts

on the 3-D surface of a — possibly not straight — tube.

The laser source — being it a delicate and heavy compo-

nent — is typically placed in a separate, static box, which is

connected to the cutting head via a suitable optical path.

Nowadays the laser source and the optical path are both

on optical glass fiber, while the previous generation of

machines sported CO2 laser sources and mirrored optical

paths.

The machine used for the work here presented (Adige

LT8.10, see Figure 1) is a 5-axes tube cutting machine, with

4 kW fiber laser source. The laser source has an optical

combiner that allows to detect the backscattered light com-

ing from the cut zone through the fiber and back to the laser

source [19]. To the purpose of this work, we measure the

light intensity by means of a photodetector and recorded it

simultaneously to the other process parameters.

To serve as a guideline we propose an overview of the

terminology used in the paper. We named reading each

time measure of the set of parameters, for each reading is



assigned a label according to the procedure described in sec-

tion 3.1, a sample is a sequence of readings, a geometry is a

single cut composed by a variable number of samples, such

geometries are collected in a piece (a case full of pieces is

shown in Figure 3 (a))

3.1. Adige Laser Cut Interruption DatasEt (AL­
CIDE)

Autonomous laser cut monitoring using process data

may bring a boost in production performances and reliabil-

ity of machines available on the market. However, being a

niche application, there is no freely available data to test and

compare our proposed approaches. For this reason we ac-

quired a dataset using the laser cutting machine in Figure 1.

Each reading is composed by the following set of parame-

ters: the intensity of the light emitted by the cutting process,

laser power, feed rate (i.e. cutting speed) and gas pressure

set point. The dataset consists in 20 tube pieces (in Figure 3

(a) is shown part of the whole dataset), each of them com-

posed by nearly 20 heterogeneous finite geometries, carried

out on the flat surface and corners of the tube. The labelling

has been done manually, by temporally locating areas where

the tube presents plasma episodes (i.e. Bad Cut, see Figure

3 (b)) and where the cut is lost (i.e. Missed Cut) where

the tube is welded (see Figure 3 (c)). The remaining class

is considered Good Cut which is the optimal and expected

outcome of the process.

The problem of creating such type of datasets is to define

a strategy to generate samples of different classes that are

actually representing cases that are close to real situations.

The process to create bad examples is rather simple by us-

ing wrong machine presets (i.e. setting machine parameters

for a thinner material) but this would include only a limited

amount of cases and our target is to collect data that rep-

resents a large variety of cut interruptions. In order to do

so we have produced negative examples by augmenting the

cases of wrong preset selection mainly in two ways: by ex-

ploiting metal tubes with a pronounced seam that increases

locally the thickness of the material and by using contam-

inated optics that introduce power losses and beam profile

modifications, which in turn result in a sub-optimal optical

configuration. We defined the possible classes as Good Cut,

Bad Cut (i.e. when the cut is achieved but it is unsta-

ble, generally producing a low quality cut) and Missed Cut

(i.e. when the cut kerf is closed and the laser does not pass

through the material), we have seen these examples before

in Figure 3.1

4. Proposed Approaches

In this section we outline the methods and the architec-

tures we have adopted to classify the quality of the laser cut

1ALCIDE dataset is available at https://research.

promfacility.eu/#/dataset/alcide

on metal tubes.

4.1. Gaussian Mixture Models

The first and simpler methodology is a generative ap-

proach based on Gaussian Mixture Models (GMM). We

adopted this method because it is elegant, effective and

widely known, it serves as a baseline comparison with more

complex approaches. A generative approach ensures the

possibility to sample from a probability distribution trained

on a limited set of data. In our case the distribution is com-

posed by a weighted set of components of K Gaussian den-

sities as shown in Equation (1):

p(x) =

K∑

k=1

πkN (x|µk, σ
2

k
) (1)

where as previously said, K is the number of components,

N is the Gaussian component with µ and Σ as defining sta-

tistical parameters. For a more detailed description of the

method see [2].

In our implementation we used the mean of each param-

eter in each sample and the standard deviation of the photo-

diode.

Most frequently the Gaussian mixture is used as an un-

supervised learning algorithm to fit some unlabeled data.

The degrees of freedom of the algorithm are the number of

Gaussians that can be used to fit the model and the toler-

ance after which we consider the algorithm converged. In

our case, we provide labels and therefore the algorithm is

used in a supervised fashion.

Data of each class are fit using the Expectation Maxi-

mization algorithm with a linear combination of five multi-

variate Gaussians. This number was a good trade-off be-

tween complexity and the quality of fitting. During the

testing phase the trained Gaussian model is used to eval-

uate each sample for each class returning a set of posterior

probabilities. The higher probability assigns the label to the

sample.

4.2. Long Short Term Memory Network

The second approach is based on the Long Short-Term

Memory Network [8], which is a particular type of Recur-

rent Neural Network where information is propagated along

the sequence and trained to remember or forget the informa-

tion at each time t, in each composing cell. This architecture

is widely used for inferring from sequential data (e.g. skele-

ton tracking [13], saliency detection in videos [1], anomaly

detection in industrial vision [15], etc.), while our case does

not involve images but a set of parameters that are reflecting

the status of the laser cutting machine and the outcome of

the laser cutting procedure.

Our architecture is shown in Figure 4 (a). The sequence

(i.e. sample) is fragmented in chunks of 100 subsequent



(a)

(b)

Figure 4. The architectures of the proposed LSTM neural network (a) and the FCNN (b)

readings from which we extract parameter-wise the mean

value using an average pooling layer. This preliminary op-

eration is needed to stabilize the input parameters at time t.

An experiment where each reading feeds a cell has been car-

ried out producing very poor results. To our understanding

we believe that having such a limited amount of fluctuating

parameters constrains us to shorten the cells sequence of the

RNN. However the need to cover a meaningful amount of

time brought us to use average pooling on a branch of subse-

quent readings. The architecture that ensures better perfor-

mances is composed by 8 LSTM cells that propagate a state

vector of 64 elements. In cascade to the last LSTM cell we

used batch normalization and dropout before connecting to

a fully connected network where a Softmax activation func-

tion is applied to produce the soft-probability belonging to

each class. The overall loss is computed using a traditional

cross-entropy between labels and softmax logits.

4.3. Fully Convolutional Network

In the previous two methods we did not fully exploit the

information of each reading, indeed the entire sequence is

fragmented in chunks and the statistical parameters are ex-

tracted from each of them. In order to fully exploit the in-

formation of the single readings also in relation with other

parameters at the same time, we propose an ad-hoc version

of a Fully Convolutional Network (FCNN) [14] so that ad-

ditional information regarding possible mutual information

among parameters can emerge.

Our architecture is shown in Figure 4 (b). In the first

layer we reduce the dimensionality of the sequence in a

parameter-wise way, then in the second and third convolu-

tional layers we use a kernel that convolves 2 and 3 differ-

ent parameters together respectively. In both of these layers

we further reduce the dimensionality of the sequence using

temporal stride equal to 2. After conv3 layer we placed a

fully connected layer 2 that leads to the three classes prob-

abilities. After every convolutional layer we use batch nor-

malization and dropout to avoid overfitting effect.

In our ablation tests we tried different layer configura-

tions without getting real noticeable improvements. The in-

sertion of additional convolutional layers brings improve-

2The fully connected layer is implemented using a convolutional filter

of the same size of the data at that layer, that’s why we can still consider

the architecture as a fully convolutional.



ment in training accuracy but introduces instability in the

test phase denoting a clear overfitting effect.

We have adopted the cross-entropy loss function as we

did in the case of the LSTM approach.

5. Experimental Results

In this section we show the quantitative and qualitative

results for the methods outlined in Section 4. Quantitative

results are computed by balancing the dataset among the

classes, splitting randomly 80/20 percent for training and

test, reported results are the average result of 5 splits.

5.1. Weighted Max Voting

As long as we don’t know much about of the acquired

data, we first propose a simple classification method based

on the statistics of each sample, aiming at analyzing the

most significant parameters for the cut quality classification

task. The methods simply reduces each sample to a tuple

(µ, σ) for each parameter. For each parameter and for each

class we then compute the average values of the tuple. In

Figure 5 every sample is represented with a dot, different

(a)

(b)

Figure 5. The chart in (a) shows the dot plot for photodiode, each

dot is a sample in the (µ, σ) space. Charts (b) reports the same

plot for the feed-rate parameter. It is noticeable that in (a) classes

are slightly separated, while in (b) they result are more confused

and less informative. The classes Good Cut, Bad Cut, Missed Cut

are encoded from 0 to 2 respectively.

colors represent different classes.

From the visual inspection of the features, the photodi-

ode signal (a) is the most informative and therefore we show

this feature as reference in the qualitative images in Sec-

tion 5.3. However, as shown in Figure 5 (a) this signal is

not enough to clearly separate the classes. For example:

Good Cut class, which is plotted in blue, is partially over-

lapped with the orange class that refers to the Bad Cut. The

Missed Cut class is colored in green and it overlaps with the

Bad Cut class.

These results are not surprising, the unstable process that

produces a low quality cut most of the times results in a soft

transition towards the loss of the cut. As further explanation

it is true that the conceptual border between the classes is

not as sharp and different annotators may label the readings

differently.

In order to have a comparable result we used a small part

of training data as validation set and we have computed the

standalone accuracy for each parameter. We used this value

as a weighting coefficient to be applied to the vote of each

parameter as shown in Equation (2):

Vc =
∑

k

λkvk (2)

where Vc is the voting score for class c as result of the sum-

mation over all the parameters of weighting coefficient λ

and the unary function v for parameter k. Using this method

we have reached 77% of classification accuracy improving

the results of a simple voting algorithm of nearly 4%. It is

noticeable that this method does not take into account the

interdependence between parameters and the difference in

contribution between them is pretty high and depends on

the individual reliability.

5.2. Quantitative Results

In this section we show our model’s results in an objec-

tive way using a standard evaluation procedure. The dataset

has been balanced among classes and split by 80% training,

and 10% each for validation and test. We did this procedure

5 times and reported the average accuracy. Different param-

eters have different unit of measurement, which is typical

in a multimodal environment. In order to prevent small-

values parameters to be overruled by other parameters with

higher mean values we performed statistical standardization

on each parameter. After this procedure our data resulted

with mean 0 and standard deviation equal to 1 for all the

parameters. Results are shown in Table 1.

Computational efficiency is also a key aspect for this

type of applications. Table 2 shows the inference time for

each method. All three methods have been tested on a reg-

ular laptop without GPU acceleration. The inference time

is far below the time needed to acquire an entire sample



(a) (b)

Figure 6. Two examples of online prediction referred to the 3 proposed methods. The charts show the signal of the photodiode for an entire

geometry with class ground truth and temporal inference. (a) highlights the problem of wrongly labelled examples where however the

trained models are able to efficiently predict Bad Cut, while (b) shows the presence of spikes in the GMM and LSTM prediction but not in

FCNN.

(a) (b)

(c) (d)

Figure 7. Here is shown two examples of online prediction referred to the 4 proposed methods. (c) and (d) better show the soft predictions

obtained using the Neural Networks

Table 1. Overall quantitative results in aggregate. Repeteability

error refers to the standard deviation of 5 training/test splits.
Approach Average Accuracy Repeatability Stan-

dard Deviation

W-Voting 60.38 2.10

GMM 72.10 1.59

LSTM 76.15 1.40

FCNN 76.65 1.23

(i.e. 20 ms) and therefore directly deployable in the ma-

chine without further time optimization.

5.3. Qualitative Results

Quantitaive results may produce an objective reference

for machine learning researchers, but when it comes to in-

dustrial process analysis a qualitative approach is often pre-

ferred. The qualitative analysis allows us to assess the ma-

chine learning model inference on a real laser cut, better



(a) (b)

Figure 8. An example of geometry acquired at different time with respect to the training dataset. Similarly to Figure 7 we show the hard

predictions (a) and the probability transitions (b).

Table 2. Time inference for each sample (i.e. readings sequence)

is reported in the table. Repeatibility standard deviation for 5 rep-

etitions is also reported for consistency assessment.
Approach Time for sequence

(ms)

Repeatability Stan-

dard Deviation

GMM 0.0042 0.0007

LSTM 1.2 0.3

FCNN 0.91 0.05

understanding where the model fails and what is necessary

to do in order to improve the expected performance. Fig-

ures 6-7 shows a few examples of online predictions using

the three proposed methods. For this experiment, unlike the

quantitative case, we have split the dataset geometry-wise,

using few complete geometries for the qualitative evalua-

tion (i.e. entirely unseen by the training set). We used

the trained models to produce an online estimation of the

quality of the cut. Figure 6 reports the results of two dif-

ferent geometries. It is noticeable how Neural Networks

based approaches are more stable comparing to the GMM

one, in particular the FCNN presents much less spikes in the

Good Cut class comparing to the other methods (see Figure

6 (b)). Figure 6 (a) shows an example of wrongly labelled

sample: in this case all the approaches are able to detect the

anomaly, which is supposed to be a Bad Cut. The higher

stability of the FCNN model is made clearer from in Figure

7, where (a) and (b) show the hard results of another cou-

ple of geometries, while in (c) and (d) are shown the soft

probabilities for the two geometries respectively. In the lat-

ter graphs we can see that uncertainty given by the FCNN

is lower with respect to the one produced by the LSTM.

The last experiment addresses another issue that regards

the periodic software updates released by the machine man-

ufacturer for the laser cutting machines. These updates are

released to improve the quality of the cutting presets and

to introduce new functionalities. These modifications un-

dermine the parameters used to train the models. In Figure

8 we show the results on a geometry cut performed four

months after the dataset acquisition. The results show again

how robust is a model trained using Neural Networks com-

paring to the GMM one which is performing way below the

accuracy registered on the original dataset.

6. Conclusions

In this work we have shown an adaptation of well-known

machine learning techniques applied to a novel application.

In addition we are releasing a new dataset regarding laser-

cut quality assessment procedure on industrial machines.

We have shown three different approaches based on prob-

abilistic, generative and discriminative models. From our

experiments we have shown the higher quality and robust-

ness of the approach based on Neural Networks, suggest-

ing that even in different proportions, better results can be

achieved by using a combination of different parameters

in a convolutional settings, allowing better exploitation of

intra-parameters relations. This observation also leads to a

possible improved solution that uses a sort of residual archi-

tecture coupling all combinations of different parameters to

fuse the information in a Neural Network bottleneck pro-

ducing the inference.

We have shown the criticalities channeled by periodic

software updates but so far we did not have the chance to

test the trained models across different machines, on differ-

ent productions (e.g. metal sheets) or using different tech-

nologies (i.e. oxidizing cut). These ideas will be developed

in future works.
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