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Abstract

This paper proposes a novel approach for predicting the

motion of pedestrians interacting with others. It uses a

Generative Adversarial Network (GAN) to sample plausi-

ble predictions for any agent in the scene. As GANs are

very susceptible to mode collapsing and dropping, we show

that the recently proposed Info-GAN allows dramatic im-

provements in multi-modal pedestrian trajectory prediction

to avoid these issues. We also left out L2-loss in training the

generator, unlike some previous works, because it causes

serious mode collapsing though faster convergence.

We show through experiments on real and synthetic data

that the proposed method leads to generate more diverse

samples and to preserve the modes of the predictive distri-

bution. In particular, to prove this claim, we have designed

a toy example dataset of trajectories that can be used to as-

sess the performance of different methods in preserving the

predictive distribution modes.

1. Introduction

Many end-user applications make an intensive use of

data analytics about pedestrians motion: urban safety, city

planning, marketing, autonomous driving, to name a few

ones. Typically, this implies the recollection and the of-

fline analysis of these data, for understanding the pedestri-

ans behaviors and taking decisions about the environment.

In some contexts, however, one needs to go further and an-

ticipate, in an online way, what will be the next pedestrian

moves and infer their short or mid-term intentions. This

allows to trigger early alarms or to take preventive actions

when monitoring systems with critical real-time decision-

taking processes. In the case of autonomous driving, for ex-
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Figure 1. Illustration of the trajectory prediction problem. Having

the observed trajectories of a pedestrian of interest, here shown

with a star, and the ones of other pedestrians in the environment,

the system should be able to build a predictive distribution of pos-

sible trajectories (here with two modes in dashed yellow lines).

ample, inferring the intention of the pedestrians surrounding

the car is of paramount importance in avoiding collisions.

Nevertheless, this inference problem is extremely com-

plicated to solve. First, because there are many variables

which are strongly relevant for the trajectories of single

pedestrians: The nature of the surrounding obstacles and

their spatial distribution, the nature of the ground, the long-

term goal of the pedestrian, his age, his mental state, etc.

Then, to make things even more difficult, the motions of

a whole set of agents sharing a common space are depen-

dent, through a whole range of interactions that can go

from avoidance to meeting intention or person following.

A number of interesting studies from neuroscience and bio-

mechanics have isolated single factors or optimization prin-

ciples governing the human motion in very specific contexts

(one-to-one interactions, well-stated goals. . . ). However,

in more general cases, one may rapidly attain the limits of

hand-tailored mathematical models. This has motivated the

pursuit of more flexible, data-driven statistical approaches



Figure 2. Block Diagram of the Social Ways prediction system. The yellow ellipses represent loss calculations. The dashed arrows show

the backpropagation directions. The bold arrows carry ground truth data.

that can automatically select the most relevant features for

explaining pedestrians walks, and that can benefit from the

great efficiency of machine learning techniques.

Our work belongs to the aforementioned category of

data-driven methods for predicting the motion of pedestri-

ans in the horizon of a few seconds, given a set of obser-

vations of their own past motion and of those of the pedes-

trians sharing the same space, as illustrated in Fig. 1. It

relies on a Generative Adversarial Network (GAN)-based

trajectory sampler to propose plausible future trajectories.

It naturally encompasses the uncertainty and the potential

multi-modality of the pedestrian steering decision, which is

of critical importance when using this predictive distribu-

tion as a belief in higher level decision-making processes.

The main contributions of this work are the following:

• An efficient, unsupervised process to train a trajectory

prediction GAN architecture based on Info-GAN [3],

without L2 loss, which gives better results than previous

works [6, 16] in preserving the multi-modal nature of the

predictive distribution.

• The definition of an attention-based pooling scheme that

relies on a few hand-designed interaction features in-

spired from the neuroscience/bio-mechanics literature, as

a form of prior; the best way to combine them to assess

the interaction is learned by our system.

• The design of a synthetic dataset specifically oriented to

the evaluation of the preservation of multi-modality in

trajectories predictive distributions.

Our architecture is described in Fig. 2. It adopts a new

strategy to produce plausible samples for an agent from the

joint predictive distribution of the set of agents. Our Sam-

pler (Fig. 2 and Section 3.2) is trained to generate plausible

predictions for a single agent, given past observations of

trajectories for the whole set of the agents.

2. Related work

Closed-form mathematical models. Many closed-form

mathematical models explaining human motion have been

introduced in the simulation, graphics and crowd anima-

tion areas. Computational geometry-based approaches [19]

produce optimal motions typically at the limits of collision

and not human-like. Optimization-based methods [23] op-

timize on-the-fly the parameters of an objective function

hand-designed to cover relevant aspects of the motion.

In multiple-target tracking, Bayesian techniques typi-

cally require prediction processes with simple motion mod-

els (random walk or constant velocity) or with parameter-

ized modelling of the social interactions, the goal, etc. [13].

Data-driven statistical models. Because of the complex-

ity of pedestrians motion, hand-tailored deterministic mod-

els fail to adapt to a wide range of contexts, whereas

machine-learning based techniques benefit from large hu-

man motion datasets. In [9], for tracking pedestrians from a

vehicle, interaction features useful for avoidance are learned

from optical flow data. In [7], pedestrian path prediction,

in the same context of mobile sensing, is done in a low-

dimensional latent space through Gaussian process dynam-

ical models with augmented features extracted from the

video optical flow. In [18], interacting mixtures of Gaussian

Processes (GPs) are used for predicting the whereabouts of

goal-driven social agents in crowds, where the parameters

are learned from training data.

NN-based data-driven models. With the advent of NN-

based machine learning, the sequential nature of motion has

motivated the use of Recurrent Neural Networks or more ef-

ficient variants, such as LSTMs [5], for the prediction task.

The Social-LSTM architecture [1] associates each agent to

a LSTM network and a social pooling aggregates the hid-

den states of the neighboring agents, to form an interaction

feature. Then, each agent interaction feature is combined

with its own hidden state to generate the predicted positions



for the future frames, with another LSTM network.

In [20], groups of agents are modeled as spatio-temporal

graphs where edges (temporal and spatial) are associated

to RNNs. Temporal edges capture the evolution of single

humans while spatial edges capture the evolution of agent-

to-neighbors relationships. These hidden features are com-

bined linearly to produce an influence score feeding the

temporal network. The prediction output takes the form of

a bivariate Gaussian distribution.

In [22], a Crowd Interaction Deep Neural Network uses

four modules: A trajectory encoding module encodes indi-

vidual trajectories using LSTMs units; A location encoding

module maps the locations of the pedestrians and the influ-

ence they have on each other; An interaction module forms

linear combinations of other agents trajectory encodings,

weighted by their influence; Finally, the predicted trajectory

is determined by sending this linear combination through a

fully connected layer. The reported results look promising,

however we were not able to reproduce them entirely.

In [14], LSTMs capture the evolution of single trajec-

tories, while the interaction history is handled through a

LSTM fed with histograms of closest distances over an an-

gular discretization of the surrounding, while the local ob-

stacles are embedded in an occupancy grid.

Handling the multimodal nature of predictions with

generative NNs. In many situations, the predictive dis-

tribution of a pedestrian motion is inherently multi-modal,

e.g., at a crossroads. Without a proper modeling of this

multi-modality, RNN-based methods, given observed tra-

jectories with multiple possible outcomes, may simply be

condemned to average all the possible outputs. The DE-

SIRE architecture [10] handles this multi-modality. A Sam-

ple Generation Module based on variational auto-encoders

generates samples of potential outcome trajectories and the

Ranking and Refinement Module evaluates a learned long-

term score associated to the sampled trajectories and refines

these trajectories, in an inverse optimal control scheme.

In [17], a social-aware LSTM, similar to [1], embeds the

prior from the training data as hidden feature. Motion vari-

ability is taken into account by using layered Gaussian pro-

cesses acting on the hidden features of the LSTMs.

Finally, following the success of Generative Adversar-

ial Networks (GAN) [4] in other areas to learn data distri-

butions and produce new samples [2], Gupta et al. have

proposed a trajectory sampler that handles the interactions

between all the observed pedestrians by pooling the GAN

input random vector with a vector combining the hidden

representations of the other pedestrians trajectories [6].

3. Problem statement and system overview

3.1. Notations and problem formulation

In the following, we use indices i, j ∈ {1, ..., N} to re-

fer to pedestrians, where N is the total number of pedes-

trians; a single observation of pedestrian i in the scene

at time t is denoted by the 4 × 1 vector xi
t, which itself

contains the position pi
t and velocity vi

t of the pedestrian:

xi
t =∆ ((pi

t)
T , (vi

t)
T )T . We assume that we have access to

τ + 1 consecutive observed samples xi
−τ :0 of the pedes-

trians trajectory for each i ∈ {1, ..., N}. We also handle

the set of observed samples of all pedestrians except i with

X¬i
−τ :0 =∆ {xj

−τ :0|j ∈ {1, ..., N}, j �= i}.

The problem is then to predict the trajectories of each

pedestrian for the next T time steps, i.e. xi
1:T .

The rationale behind our approach is the following:

When deciding his steering actions, a pedestrian anticipates

likely scenarios about the evolution of his surrounding in the

near future. Now, this anticipation may not be always very

easy, because of the uncertainties in the neighbors future

motion and intentions. In most recent NN-based motion

prediction systems [20, 22, 14], the input is taken as the set

of most recent observations of the surrounding pedestrians.

Hence, the mappings from observations to predicted trajec-

tories built through the networks do not consider explicitly

the uncertain and multimodal nature of the neighbors future

trajectories, and, in a way, the network is expected to learn

it too, which may be too much to expect.

3.2. GAN-based Individual Trajectory Sampler

Our Social Ways GAN generates independent random

trajectory samples that mimic the distribution of trajecto-

ries among our training data, conditioned on observed ini-

tial tracklets of duration τ for all the agents in the scene.

This system is depicted in Fig. 2. It takes as an input the ob-

served trajectories of N pedestrians, X−τ :0 and a random

vector z sampled from a fixed distribution pz . It samples

a plausible trajectory x̃
i,k
1:T for agent i for the next T time

steps, where k identifies one generated sample. The net-

work should learn the whereabouts of an agent altogether

with the impact a surrounding crowd has on its trajectory.

A GAN contains two components that act in opposition

to each other during the training phase [4]. The Discrimina-

tor D is trained to detect fake samples from real ones, while

the Generator G should produce new samples that fool the

Discriminator and confuse its predictions. In a conditional

version, both the Generator and the Discriminator are con-

ditioned on some given data. Here, our GAN is conditioned

on recent observations xi
−τ :0, for agent i, and X¬i

−τ :0, for

the other agents, and the Generator uses a noise vector z to

complete xi
−τ :0 into a full trajectory G(z|xi

−τ :0,X
¬i
−τ :0).



3.2.1 Description of the Generator network

Our system shares a number of characteristics with exist-

ing trajectory generation systems [6, 16] but it also includes

critical novelties. The Generator network uses one LSTM

layer (denoted as LSTM-E) to learn the temporal features

along trajectories. The encoding of past trajectories xi
−τ :0

for an agent is similar to [6]. The LSTM-E cell encodes the

history of the agent i through the recursive application of:

hi
t = λe(hi

t−1
, µ(xi

t;Wµ);Wλe) (1)

with t ∈ [−τ, 0], µ a linear embedding of the agent state

and λe the cell of LSTM-E. hi
t is the hidden state vector in

LSTM-E at time t. It is depicted at the left part of Fig. 2.

For the decoding process and the generation of samples,

we apply a similar process through another LSTM layer (de-

noted as LSTM-D) with hidden state ki
t

ki
t = λd(ki

t−1
,oi

t−1
;Wλd) (2)

with t ∈ [1, T ] and λd the decoding LSTM-D layer. The

input vector is:

oi
t = [(hi

t)
T , (

�

j �=i

aijh
j
t )

T , (z)T ]T (3)

It stacks information from the encoded history of observa-

tions of agent i up to t, hi
t, from the noise vector z, and from

the impact of future trajectories of the neighboring agents

j,
�

j �=i a
ijh

j
t . The construction of this term is described

hereafter.

3.2.2 Social Ways: Attention pooling

The influence of the other agents on agent i is evaluated by

encoding the vector X¬i
1:T , through LSTM-E, and by apply-

ing an attention weighting process that produces weights

ai =∆ [ai1, .., aij , ..., aiN ]T for agent i. They are defined

as in [16], for j �= i, based on pre-defined geometric fea-

tures δij ∈ R
3 stacking (1) the Euclidean distance between

agents i and j, (2) the bearing angle of agent j from agent i

(i.e. the angle between the velocity vector of agent i and the

vector joining agents i and j), and (3) the distance of closest

approach (i.e. the smallest distance two agents would reach

in the future if both maintain their current velocity) [8].
An interaction feature vector between agents i and j is

defined as an embedding in R
dσ of the social features δij ,

through a FC layer f ij = φ(δij ;Wφ). Finally, the attention
weights are obtained with the following scalar products and
softmax operations between the hidden history vectors hk

and the interaction feature vectors f ik

σ(f ik,hk) =
N − 1√

dσ
< f

ik
,Wσh

k
>, (4)

a
ij =

exp(σ(f ij ,hj))�
k �=i

exp(σ(f ik,hk))
(5)

where dσ is the common number of rows of the embedded

features f and of the linear mapping Wσ applied on the

hidden features.

3.2.3 Discriminator

The Discriminator is described on the right part of Fig. 2.

It contains two encoding LSTM layers, one (applied τ + 1
times) for observations, and one (applied T times) for pre-

dictions, and 2 FC layers to predict the samples labels.

It takes as an input either a composite candidate trajecto-

ries for agent i, [xi
−τ :0, x̃

i,k
1:T ], or a ground truth trajectory,

[xi
−τ :T ], and outputs a probability for any of them to have

been taken as a sample from the data.

3.2.4 Training the GAN

GAN training is known to be hard, as it may not con-

verge, exhibit vanishing gradients when there is imbalance

between the Generator and the Discriminator, or may be

subject to mode collapsing, i.e. sampling of synthetic data

without diversity. When predicting pedestrian motion, it is

critical to avoid mode collapsing, as it could result in catas-

trophic decisions, i.e. for an autonomous driving agent.

Here, we have introduced two major changes in the GAN

training. First, we do not use, as in other stochastic predic-

tion methods [6, 16], an L2 loss term �G(z|xi
−τ :0,X

¬i
−τ :0)−

xi
−τ :T �

2 enforcing the generated samples to be close to the

true data, because we have observed negative impact of this

term in the diversity of the generated samples.

Also, we have implemented an Info-GAN [3] archi-

tecture, which, as we will see in the experimental re-

sults section, has a very positive impact on avoiding the

mode collapsing problem with respect to other versions

of GANs. Info-GAN learns disentangled representations

of the sources of variation among the data, and does so

by introducing a new coding variable c as an input (see

Fig. 2). The training is performed by adding another term

to maximize a lower bound of the mutual information be-

tween the distribution of c and the distribution of the gen-

erated outputs, which requires training another sub-network

Q(c|x1:T ) (with parameters θQ) which serves as a surrogate

to evaluate the likelihoods p(c|x1:T ) over the generated data

x1:T . The training optimization problem is written as:

minθG,θQ maxθD
V (θG, θQ, θD) =

Epdata(xi
−τ:T

)[logD(xi
1:T |x

i
−τ :0; θD)]+

Epz(z)[log(1−D(G(z|xi
−τ :0,X

¬i
−τ :0; θG); θD))]−

λEp(c),pz(z)[logQ(c|G(z|xi
−τ :0,X

¬i
−τ :0; θG); θQ)]

(6)

where z is the noise input and c the new latent code.



4. Experimental results

4.1. Implementation details

We implemented our system using PyTorch framework.

First, note that all the internal FC layers of both the Gen-

erator and the Discriminator are associated to LeakyReLU

activation functions, with slope 0.1.

Generator: comprises a first FC linear embedding µ of

size 4 × 128, over positions and velocities. The Encoder

block in Generator contains one layer of 128 LSTM units

(LSTM-E). Using 2 continuous latent code, noise vector

with length of 62, and pooling vectors of size 64, which

totally gives a 256-d vector, the Decoder LSTM (LSTM-

D’s) then uses 128 LSTM units in one layer and 3 FC layers

with size of 64, 32, 2 to decode the predictions. Weights are

shared among LSTM layers with the same function.

Discriminator: uses two LSTM blocks (LSTM-OE and

LSTM-PE) with hidden layers of size 128 to process both

the observed trajectories (size 4 × τ + 4) and the pre-

dicted/“future” trajectories (size 4 × T ); these outputs are

processed in parallel with two 64×64 FC layers. Then they

are concatenated in fed to two separate FC blocks: soft-

classifier (D) [64×1] and latent-code reconstructor [64×2]
(Q). Finally, τ and T are set to 7 and 12 respectively.

In each dataset, we train the GAN network with the fol-

lowing hyper-parameters setting: mini-batch size 64, learn-

ing rate 0.001 for Generator and 0.0001 for Discriminator,

momentum 0.9. The GAN is trained for 20000 epochs.

4.2. Datasets

For the evaluation of our approach, we use two publicly

available datasets: ETH [13] and UCY [11]. These datasets

consist of real-world human trajectories. They are labeled

manually at a rate of 2.5 fps. The ETH dataset contains 2 ex-

periments (coined as ETH and Hotel) and the UCY dataset

contains 3 experiments (ZARA01, ZARA02 and Univ). In

order to evaluate the prediction algorithm, each dataset is

split into 5 subsets, where we train and validate our model

on 4 sets and test on the remaining set.

4.3. Baseline Predictors and Accuracy Metrics

We consider two sets of baselines.

1. Deterministic prediction models, that generate one tra-

jectory for each observation:

• Linear: This is a simple constant velocity predictor.

• S-Force: It uses an energy function based on Social

Forces to optimize the next agent action. The function

penalizes jerky movements, high minimum distance

to other agents and so on. We use the version by Yam-

aguchi et al. [23], in which a term enforces the agent

to stay close to the group it belongs to.

• S-LSTM [1]: It associates each pedestrian to one

LSTM unit (the Social-LSTM) and gathers the hid-

den states of neighboring pedestrians with a so-called

social-pooling mechanism to perform the prediction.

2. Stochastic prediction models, that generate a set of sam-

ples from a surrogate of the predictive distribution:

• Social-GAN: A GAN-based prediction [6]. We con-

sider the variants S-GAN-P and S-GAN, with and

without a pooling mechanism, respectively.

• SoPhie [16] which implements Social and Physical at-

tention mechanism in a GAN predictor.

Similarly to previous works [6, 20], we use the following

metrics to evaluate the proposed system over the prediction

on one testing data xi
−τ :T :

1. Average Displacement Error (ADE), averaging Eu-
clidean distances between ground truth and predicted po-
sitions over all time steps:

ADE(xi
−τ :T ) =

1

T

T�

t=1

�xi
t − x̂

i
t(x

i
−τ,0,X

¬i
−τ,0)�. (7)

2. Final Displacement Error (FDE), i.e. Euclidean distance
between the ground truth and predicted final position:

FDE(xi
−τ :T ) = �xi

T − x̂
i
T (x

i
−τ,0)�. (8)

Then, we evaluate the expectations of these errors over

all the samples in our testing datasets. We observe τ = 8
frames (2.8 seconds) and predict the next T = 12 frames

(4.8 seconds).

To evaluate stochastic models (that generate a set of sam-

ples), we use the methodology proposed in [6]. We generate

K samples and take the closest one to Ground truth for eval-

uation. Hereafter, we consider K = 20.

4.4. Evaluation of Prediction Errors

The average prediction errors for both ADE and FDE

metrics are shown in Table 1. As it can be seen, the use

of our approach leads to significantly lower prediction er-

rors for the ETH and Hotel experiments, but not on the

ZARA experiments. We attribute this behavior in that, in

the ZARA experiments, the width of the waypath for pedes-

trians is significantly smaller than in the Hotel and ETH

scenes. Hence, there is less variance in the trajectories.

Our proposed system intrinsically tends to generate various

samples that result in good performance with more complex

scenes and non-linear trajectories.

Among the deterministic models, though Social-LSTM

model uses a much more complex system than its counter-

parts, it fails to outperform the other baselines and as the

authors in [6] mention it, it needs a synthetic dataset as a

second source of training to improve the system accuracy.



Deterministic Models Stochastic Models

Dataset Linear S-Force S-LSTM S-GAN S-GAN-P SoPhie S-Ways

ETH 0.59 / 1.22 0.67 / 1.52 1.09 / 2.35 0.68 / 1.26 0.77 / 1.38 0.70 / 1.43 0.39 / 0.64

Hotel 0.36 / 0.64 0.52 / 1.03 0.79 / 1.76 0.47 / 1.01 0.44 / 0.89 0.76 / 1.67 0.39 / 0.66

Univ 0.82 / 1.68 0.74 / 1.12 0.67 / 1.40 0.56 / 1.18 0.75 / 1.50 0.54 / 1.24 0.55 / 1.31

ZARA01 0.44 / 0.98 0.40 / 0.60 0.47 / 1.00 0.34 / 0.69 0.35 / 0.69 0.30 / 0.63 0.44 / 0.64

ZARA02 0.43 / 0.95 0.40 / 0.68 0.56 / 1.17 0.31 / 0.64 0.36 / 0.72 0.38 / 0.78 0.51 / 0.92

Table 1. Comparison of prediction error of our proposed method (S-Ways) vs baselines. The ADE and FDE values are separated by slash.

In Figure 3, we give qualitative examples of the outputs

and intermediate elements in our approach. We generated

128 samples with our method and the predictive distribu-

tion are shown with magenta points. In most of the scenar-

ios (including non-linear actions, collision avoidance and

group behaviors), the distribution has a good coverage of

the ground truth trajectories and also generates what seems

to be plausible alternative trajectories.

4.5. Quality of the Predictive Distributions

As commented in Section 3.2, our architecture and its

training process are designed to preserve the modes of

the predictive trajectory distribution. However, in all the

datasets that we have tested, there are very few examples

of clearly multi-modal predictive trajectory distributions.

Hence, we have created a toy example dataset to study the

mode collapsing problem with stochastic predictors.

This toy example is depicted in Fig. 4: Given an ob-

served sub-trajectory (blue lines), the Generator should pre-

dict the rest of the trajectory (red lines). Each of the

6 groups represents one separate condition to the system

(xi
−τ :0), and each of the 3 sub-groups represents a different

mode in the conditional distribution p(xi
1:T |x

i
−τ :0). Note

that the interactions between agents are not considered here.

In order to compare our approach with other GAN-based

techniques, we implemented several baselines. In all of

them, the prediction architecture is the one we proposed

without the attention-pooling; the GAN subsystem changes.

• Vanilla-GAN: This is simplest baseline, where the Gen-

erator is just trained with the adversarial loss.

• L2-GAN In addition to adversarial loss, a L2 loss is

added to the Generator optimizer.

• S-GAN-V20: The Variety loss proposed in Social-GAN

method [6] is added to the adversarial loss. This L2-

loss only penalizes the closest prediction to ground truth

among V = 20 predictions and gives more freedom to

choose prediction samples.

• Unrolled10: Vanilla-GAN with the unrolling mechanism

proposed in [12]. The number of unrolling steps is 10.

For each of the 6 possible observations, we generate 128

samples, which are depicted in Fig. 5. The Info-GAN to-

gether with Unrolled-GAN performs the best, with a slight

advantage for Info-GAN, since almost all of the modes are

preserved successfully after 90,000 iterations. At the same

time, Vanilla-GAN, L2-GAN and S-GAN-V20 could not

preserve the multi-modality of the predictions. One can see

that using L2 loss, the model is converging faster than Vanil-

laGAN and S-GAN-V20.

For a more quantitative evaluation of generative models,

we have used the following two metrics to assess the set of

fake trajectories versus the set of real samples [21]. Given

two sets of samples Sr = {xi
r} and Sg = {xj

g} with |Sr| =

|Sg| and xi
r ∼ Pr and and xj

g ∼ Pg:

1. A 1-Nearest Neighbor classifier, used in two-sample

tests to assess whether two distributions are identical.

We compute the leave-one-out accuracy of a 1-NN clas-

sifier trained on Sr and Sg with positive labels for Sr and

negative labels for Sg . The classification accuracy for

data from an ideal GAN should be close to 50% when

|Sr| = |Sg| is large enough. Values close to 100% mean

that the generated samples are not close to real samples

enough. Values close to 0% mean that the generated

samples are exact copies of real samples, and that there

is a lack of innovation in such system.

2. The Earth Mover’s Distance (EMD) between the two
distributions. It is computed as in Eq. 9:

EMD(Pr, Pg) = min
w∈Rn×m

n�

i=1

m�

j=1

w
ij
d(xi

r, x
j
g)

s.t. ∀i, j w
ij ≥ 0,

m�

k=1

w
ik =

1

n
,

n�

k=1

w
kj =

1

m
.

(9)

where d() is called the ground distance. In our case we

use the ADE of Eq. 7, between the future parts of the two

trajectories.

We computed both 1-NN and EMD metrics on our toy

dataset with |Sr| = |Sg| = 20, for each of the 6 observed

trajectories. The results for different baselines are shown

in Figures 6. We added evaluations for a few combinations

of the aforementioned baselines (e.g., Info-GAN+unrolling



Figure 3. In this figure, we illustrate our sample outputs (in magenta color). The observed trajectories are shown in blue and ground truth

prediction and constant-velocity predictions are shown in cyan and orange lines, respectively. [Best viewed in color.]

Figure 4. Toy trajectory dataset. There are six groups of trajec-

tories, all starting from one specific point located along a circle

(blue dots). When approaching the circle center, they split into 3

subgroups. Their endpoints are the green dots.

steps or Unrolled+L2). The lower 1-NN accuracy of our

approach using Info-GAN shows its higher performance for

matching the target distribution, compared to Vanilla-GAN

and other baselines. It is worth noting that the fluctuations

in the accuracies are related to the small size of the set of

samples. As it can be seen, Unrolled10 and Info+Unrolled5

have also better performances, while it is obvious that by

adding L2 loss, the results are getting worse. The results

of the EMD test also proves that both Info-GAN and Un-

rolled10 offer more stable predictors with lower distances

between the fake and real samples. There is no evidence that

the Variety loss offers better results than a Vanilla-GAN.

Moreover, on real trajectories, we have tested our algo-

rithm on the Stanford Drone Dataset (SDD) [15]. In fact, we

have used subsets of trajectories from two scenes (Hyang-6

and Gates-2). As you see in Fig. 7, with our system (left

column), separate modes of the predictions appear clearly

where the intuition would set them, while the Vanilla-GAN

(right column) could not produce various paths.

V
an

il
la

G
A

N
L

2
-G

A
N

S
-G

A
N

-V
2

0
U

n
ro

ll
ed

1
0

In
fo

G
A

N

Itr=500 Itr=6000 Itr=21000 Itr=90000

Figure 5. Results of learning baselines on Toy Example, for differ-

ent numbers of iterations. [Best viewed in color.]

5. Conclusions and Future Works

We have presented a novel approach for the prediction

of pedestrians trajectories among crowds. It uses an Info-

GAN to produce samples from the predictive distribution of

individual trajectories, and integrates a few hand-designed

interaction features inspired from the neuroscience/bio-
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Figure 6. Statistics for different GAN implementations over training iteration. Upper row: 1-NN accuracy metric (closer to %50 is better).

Lower row: Earth Mover’s Distance between generated and ground truth samples (the lower, the better).
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Figure 7. Multi-modal trajectory predictive distributions on the

SDD dataset: Social-Ways vs. Vanila-GAN. [Best viewed in

color.]

mechanics literature, as a form of prior over the attention

pooling process. We have shown through extensive evalu-

ations on commonly used datasets that this approach partly

improves the prediction accuracy of state-of-the-art meth-

ods on the datasets where the predictive distributions have

the largest variances. We have also proposed a specifi-

cally designed dataset and an evaluation benchmark to show

that Info-GANs achieve the best results in preserving multi-

modality, compared with other variants. Finally, we are

aware that is still room for improving the current genera-

tive models in pedestrian motion prediction and, above all,

for exploiting these models in decision making.
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