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Abstract

Skeletonization is a process aimed to extract a line-like

object shape representation, skeleton, which is of great in-

terest for optical character recognition, shape-based object

matching, recognition, biomedical image analysis, etc.. Ex-

isting methods for skeleton extraction are typically based

on topological, morphological or distance transform and

are known to be sensitive to the noise on the boundary and

require post-processing procedure for redundant branches

pruning. In this work, we introduce U-net based approach

for direct skeleton extraction of the object within Pixel Skel-

NetOn - CVPR 2019 challenge, inspired by CNNs success in

skeleton extraction from real images task. The main idea of

our approach is to consistently edit a skeleton mask by fea-

ture propagation through different scale layers. It opposes

final skeleton generation from different scale object shape

representations as occurs in approaches with deep supervi-

sion for skeleton extraction from the real image.

Our U-net based model showed 0.75 F1-score on the

validation set and the ensemble of eight identical models,

trained on different data subsets, got 0.7846 F1-score on

the test data.

1. Introduction

Skeletonization is a process aimed to extract a line-like

object shape representation, skeleton, allowing the recon-

struction of original object shape. [18] gives such skele-

ton definition: “The skeleton S is a geometric graph,

which means that S can be decomposed into a finite num-

ber of connected arcs, called skeleton branches, composed

of points of degree two, and the branches meet at skele-

ton joints (or bifurcation points) that are points of degree

three or higher.” Skeletonization is used for optical charac-

ter recognition [16], object matching and recognition [23],

biomedical image analysis: vessel system geometrical and

structural analysis and surgery planning [14, 17], lungs tree

analysis [1], etc.

A Skeleton-based object descriptor aggregates geome-

try, symmetry and topology of its shape [9, 10]. Skeleton

should contain the centers of maximal disks (medial axis

points) lying inside of the object and touching boundaries

at least in two points, which is used for object shape recon-

struction. This shape descriptor is required to be invariant to

translation, scale and rotation, since these transformations

do not change the shape of the object. Demir et al. in [3]

pointed out the main challenges of object skeletonization:

dimensionality reduction while transforming the shape to

the skeleton; the transition to continuous domain to get the

best skeletal representation; the trade-of between skeleton

simplicity and shape representational power.

There are three classical main ways of skeleton extrac-

tion: morphological thinning based on iterative boundary

removal, geometric methods based on Voronoi diagram,

distance transform based methods [4]. A good survey on

skeletonization methods is provided by [16]. But such

methods are sensitive to the noise on the boundary and

require post-processing procedure for redundant branches

pruning [16, 18].

According to the recent great success of convolutional

neural networks in different computer vision tasks: classi-

fication, segmentation, object detection etc., their ability to

represent data in the latent feature space could be used for

direct skeleton extraction of the object without further prun-

ing.

2. Related work

There are plenty of mathematical methods for skeleton

extraction from the object shape [16], and a very few de-

voted to skeleton extraction based on Neural Networks.

Skeletonization problem could be considered as a per-pixel

classification problem known as semantic segmentation.

This idea was adopted by Holistically-Nested Edge Detec-

tion (HED) method [22] – combination of fully convolu-

tional network (FCN) and deep supervision. Authors re-

ferred to the preference of multiple scale predictions com-

bination for final edge map generation. Most of the exist-

ing CNN-based architectures for real images skeletoniza-

tion are based on HED architecture.



Figure 1. Modified U-Net architecture.

The first known CNN-based architecture for real image

skeletonization is FSDS [19]. Side-output Residual Net-

work (SRN) [8] overcomes a necessity of ground truth scale

adjusting for each side-output via usage of Residual Units

for side-outputs stacking. Linear Span Network follows the

same idea as SRN with strong mathematical background ex-

plained the necessity of explicit connection between side-

outputs, like RUs in SRN, on the base of Linear Span The-

ory [13]. Rich Side-output Residual Network [12] is a

modification of SRN, which combines encoder block’s hi-

erarchical features in a special convolutional manner before

passing them to the side-output. Similar idea is described in

[25] where authors used hierarchical feature integration in

their network (Hi-Fi) without any RUs. Multi-Scale Bidi-

rectional FCN (MSB-FCN) [24], as Hi-Fi, described ad-

vantages of deep-to-shallow and shallow-to-deep features

propagation and pyramid pooling usage instead of FCN-like

side-outputs. Nowadays state-of-the-art model for skele-

tonization task on SK-LARGE Dataset named DeepFlux

[20] is a compromise between classical skeletonization ap-

proaches and CNN-based one. It solved a skeleton extrac-

tion task as a pixel-wise regression task instead of classifi-

cation.

All above methods inherited their architecture from FCN

and were applied to skeleton extraction from real image

task. There was no similar method for binary image skele-

tonization problem as well as a big enough dataset to solve

it in Deep Learning fashion. In this paper we describe

our CNN-based approach for object shape skeletonization

within SkelNetOn 2019 competition [3]. We believe the

modification of initial U-Net architecture [15], which is

widely used basic architecture for semantic segmentation,

could be used for skeletonization due to its ability to el-

egantly combine local well detailed features with context

reach global features without deep supervision.

3. Methods

3.1. Modification of U­Net architecture

To solve the problem of skeleton extraction we started

from vanilla U-Net architecture and modified it trying to

maximize the model performance on a validation set. The

model that allowed to get the highest scores on validation

and test data depicted on Figure 1.

Each downsampling block is a sequence of five blocks

that consist of convolution layer and a residual block. At the

end of each downsampling block max pooling layer was ap-

plied. After five such blocks similarly to vanilla U-Net bot-

tleneck was used. It contains two convolutional layers with

1x1 kernel and with ReLU activations after each. Upsam-

pling blocks that follow after the bottleneck layers contain

transposed convolution layer, concatenation with a corre-

sponding output of downsampling block and four convolu-

tional layers.

3.2. Weighed Focal Loss

To tackle class imbalance focal loss function [11] was

modified to introduce a high penalty for incorrect misclas-

sification of positive pixels:

FL = −wpos(1− p)γ log(p)− wnegp
γ log(1− p),

where wpos and wneg - class weights for positive and

negative class correspondingly, p - probability that sample

belongs to positive class, γ - focusing parameter.

3.3. Data augmentations

In the case if dataset for training is quite small the data

augmentation may be very important to improve perfor-

mance and robustness of neural networks. Considering

skeletonization problem, one should be very accurate with



data augmentation methods used, because some transfor-

mations of target image may lead to loss of some properties

of resulting skeleton, that should be preserved. For exam-

ple, scale and shear transformations may lead to a situation

where skeleton is thicker or thinner than one pixel. Inter-

polation that is applied along with rotations that are not a

multiple of 90 degrees may lead to a situation, where skele-

ton on target image becomes not invariant to rotations. That

is why in our work we used only rotations on 90 degrees

and horizontal flips of input images and targets.

4. Experimental results

The model was trained and evaluated on Pixel SkelNe-

tOn 2019 Dataset [3]. The dataset contains 1725 black

and white images with size 256x256 pixels. It was split

into three subsets: training, validation and test subsets with

1219, 242 and 266 images correspondingly. To train the

model we randomly split available training set on train and

cross-validation in proportion 80:20. Cross-validation set

was used for early stopping, reducing learning rate and sav-

ing model checkpoints. Adam optimizer was used and F1-

score was used to evaluate the model performance.

In our experiments we have compared the binary cross

entropy, weighted binary cross entropy, dice loss, Jaccard

loss, focal loss, weighed focal loss and different combi-

nations of listed above loss functions. The weighted focal

loss showed the highest performance compared to other loss

functions. A ratio between the number of background pix-

els and pixels that represent skeleton is near 127:1 in the

training dataset. We compared different values of weights

in the weighted focal loss and found that wpos = 50 and

wneg = 0.75 along with γ = 2 give the best results.

Also, experiments with modifying residual blocks,

adding squeeze excitation blocks [7] and attention lay-

ers [21] were conducted and we haven’t seen any notable

changes in model performance.

Experiments on validation data showed that the same

model architectures trained on different subsets of training

data may lead to notable differences in resulting predictions

of the model - F1-score may vary from 0.6 to 0.84 and

such score for each model was reproducible on validation

and training sets. Two methods of combination results of

inference were tested - a simple average of predictions and

majority voting for each pixel. Averaging of predictions al-

lowed to increase F1-score on 0.04 compared meanwhile

voting algorithm did not produce any improvements.

We used cross-validation data to find a threshold that al-

lows for producing the best binary outputs for each model.

An average threshold was used to generate binary outputs

for the whole ensemble and was equal to 0.81.

That is why we chose the best eight models for the fi-

nal ensemble and averaged their predictions. Each model

got F1-score 0.83-0.8415 on cross-validation subset from

training data, 0.74-0.75 on validation data. The ensemble

of eight models got F1-score 0.7846 on test data.

5. Discussion

A high deviation in model performance may be ex-

plained that models are sensitive to initialization and a set

of samples used for training.

One of the features of the dataset is that it contains a

lot of images with the same class in train, validation and

test datasets. The difference between these images of the

same class may be not big, but small variations may lead to

notable differences in target images. That is why one of the

open questions is how model performance would change for

new classes that were not present within the training dataset.

During visual analysis of results of model inference, we

noticed that in many cases it hard for the model to predict

skeleton pixels on the intersection on skeleton lines. One

of the ways for further improvement may be a usage of not

pixel-wise loss functions that should evaluate the quality of

skeletons and compliance with the requirements to skele-

tons in output images.

6. Conclusions

In this paper, we proposed a semantic segmentation net-

work, that is based on a U-Net architecture and is able to

tackle skeletonization problem when skeleton is represented

as a binary image. Experiments were held to finetune net-

work architecture and hyperparameters, find optimal loss

function and an algorithm to merge model outputs into en-

semble, which resulted in 0.75 F1-score on the validation

set and the ensemble of eight identical models, trained on

different data subsets, got 0.7846 F1-score on test data.
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