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In this document we describe our novel event-based
datasets adopted in the paper “Asynchronous Convolutional
Network for Object Detection in Neuromorphic Cameras”.

1. Event-based object detection datasets

Due to the lack of object detection datasets with event
cameras, we extended the publicly available N-MNIST,
MNIST-DVS, Poker-DVS and we propose a novel dataset
based on MNIST, i.e., Blackboard MNIST. They will be
soon released, however, in Figure 1 we reported some ex-
ample from the four datasets.

1.1. Shifted N-MNIST

The original N-MNIST [5] extends the well-known
MNIST [3]: it provides an event-based representation of
both the full training set (60, 000 samples) and the full test-
ing set (10, 000 samples) to evaluate object classification al-
gorithms. The dataset has been recorded by means of event
camera in front of an LCD screen and moved to detect static
MNIST digits displayed on the monitor. For further details
we refer the reader to [5].

Starting from the N-MNIST dataset, we built a more
complex set of recordings that we used to train the object
detection network to detect multiple objects in the same
scene. We created two versions of the dataset, Shifted N-
MNIST v1 and Shifted N-MNIST v2, that contains respec-
tively one or two non overlapping 34 x 34 N-MNIST digits
per sample randomly positioned on a bigger surface. We
used different surface dimensions in our tests which vary
from double the original size, 68 x 68, up to 124 x 124. The
dimension and structure of the resulting dataset is the same
of the original N-MNIST collection.

To extend the dataset for object detection evaluation, the
bounding boxes ground truth are required. To estimate them
we first integrate events into a single frame as described in
Section 2 of the original paper. We remove the noise by con-
sidering only non-zero pixels having at least other p non-
zero pixels around them within a circle of radius R. All the

other pixels are considered noise. Then, with a custom ver-
sion of the DBSCAN [2] density-based clustering algorithm
we group pixels into a single cluster. A threshold ming;eq
is used to filter out small bounding boxes extracted in cor-
respondence of low events activities. This condition usu-
ally happens during the transition from a saccade to the next
one as the camera remains still for a small fraction of time
and no events are generated. We used p = 3, R = 2 and
MiNgreq = 10. The coordinates of these bounding boxes
are then shifted based on the final position the digit has in
the bigger field of view.

For each N-MNIST sample, another digit was randomly
selected in the same portion of the dataset (training, test-
ing or validation) to form a new example. The final dataset
contains 60, 000 training samples and 10, 000 testing sam-
ples, as for the original N-MNSIT dataset. In Figure 2 we
illustrate one example for v1 and the three variants of v2 we
adopted (and described) in the paper.

1.2. Shifted MNIST-DVS

The MNIST-DVS dataset [6] is another collection of
event-based recordings that extends MNIST [3]. It con-
sists of 30,000 samples recorded by displaying digits on
an screen in front of a event camera, but differently from
N-MNIST, they move digits on the screen instead of the
sensors, and they use the digits at three different scales, i.e.,
scale4, scale8 and scalel6. The resulting dataset is com-
posed of 30, 000 event-based recordings showing each one
of the selected 10,000 MNIST digits on thee different di-
mensions. Examples of these recordings are shown in Fig-
ure 3.

We used MNIST-DVS recordings to build a detection
dataset by means of a procedure similar to the one we
used to create the Shifted N-MNIST dataset. However in
this case we mix together digits of multiple scales. All
the MNIST-DVS samples, despite of the actual dimensions
of the digits being recorded, are contained within a fixed
128 x 128 field of view. Digits are placed centered inside
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Figure 1: Examples of samples from the proposed datasets.
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Figure 2: Different versions of Shifted N-MNIST.

Figure 3: Examples of the three different scales of MNIST-DVS digits. Two samples at scale scale4, two at scale§ and two

at scalel6.

the scene and occupy a limited portion of the frame, espe-
cially those belonging to the smallest and middle scales. In
order to place multiple examples on the same scene we first
cropped the three scales of samples into smaller recordings
occupying 35 x 35, 65 x 65 and 105 x 105 spatial regions
respectively. The bounding boxes annotations and the fi-
nal examples were obtained by means of the same proce-
dure we used to construct the Shifted N-MNIST dataset.
These recordings were built by mixing digits of different
dimensions in the same sample. Based on the original sam-
ples dimensions, we decided to use the following four con-
figurations (which specify the number of samples of each
category used to build a single Shifted MNIST-DVS exam-
ple): (i) three scale4 digits, (ii) two scale8 digits, (iii) two
scale4 digits mixed with one scale8 digit (iv) one scalel6
digit placed in random locations of the field of view. The
overall dataset is composed of 30, 000 samples containing
these four possible configurations.

1.3. OD-Poker-DVS

The original Poker-DVS [6] have been proposed to test
object recognition algorithms; it is a small collection of neu-
romorphic recordings obtained by quickly browsing custom
made poker card decks in front of a DVS camera for 2-4 sec-
onds. The dataset is composed of 131 samples containing
centered pips of the four possible categories (spades, hearts,

diamonds or clubs) extracted from three decks recordings.
Single pips were extracted by means of an event-based
tracking algorithms which was used to follow symbols in-
side the scene and to extract 31 x 31 pixels examples.

With OD-Poker-DVS we extend its scope to test also ob-
ject detection. To do so we used the event-based tracking
algorithm provided with the original dataset to follow the
movement of the 31 x 31 samples in the uncut recordings
and extract their bounding boxes. The final dataset was ob-
tained using a procedure similar to the one used in [7]. In-
deed, we divided the sections of the three original decks
recordings containing visible digits into a set of shorter ex-
amples, each of which about 1.5ms long. Examples were
split in order to ensure approximately the same number of
objects (i.e., ground truth bounding boxes) in each exam-
ple. The final detection dataset is composed of 292 small
examples which we divided into 218 training and 74 testing
samples.

Even if composed of a limited amount of samples, this
dataset represents an interesting real-world application that
highlights the potential of event-based vision sensors. The
nature of the data acquisition is indeed particularly well
suited to neuromorphic cameras due to their very high tem-
poral resolution. Symbols are clearly visible inside the
recordings even if they move at very high speed. Each pip,
indeed, takes from 10 to 30 ms to cross the screen but it can



be easily recognized within the first 1-2 ms.

1.4. Blackboard MNIST

The two dataset based on MNIST presented in Section
1.1 and 1.2 have the drawback of recording digits at prede-
fined sizes. Therefore, in Blackboard MNIST we propose
a more challenging scenario that consists of a number of
samples showing digits (from the original MNIST dataset)
written on a blackboard in random positions and with dif-
ferent scales.

We used the DAVIS simulator released by [4] to build our
own set of synthetic recordings. Given a three-dimensional
virtual scene and the trajectory of a moving camera within
it, the simulator is able to generate a stream of events de-
scribing the visual information captured by the virtual cam-
era. The system uses Blender [!], an open-source 3D mod-
eling tool, to generate thousands of rendered frames along a
predefined camera trajectory which are then used to recon-
struct the corresponding neuromorphic recording. The in-
tensity value of each single pixel inside the sequence of ren-
dered frames, captured at a constant frame-rate, is tracked.
As Figure 4a shows, an event is generated whenever the log-
intensity of a pixel crosses an intensity threshold, as in a real
event-based camera. A piecewise linear time interpolation
mechanism is used to determine brightness changes in the
time between frames in order to simulate the microseconds
timestamp resolution of a real sensor. We extended the sim-
ulator to output bounding boxes annotations associated to
every visible digit.

We used Blender APIs to place MNIST digits in ran-
dom locations of a blackboard and to record their position
with respect to the camera point of view. Original MNIST
images depict black handwritten digits on a white back-
ground. To mimic the chalk on the blackboard, we removed
the background, we turned digits in white and we roughen
their contours to make them look like if their were written
with a chalk. An example is shown in Figure 4b.

The scene contains the image of a blackboard on a ver-
tical plane and a virtual camera with 128 x 128 resolution
that moves horizontally on a predefined trajectory parallel
to the blackboard plane (see Figure 5). The camera points
a hidden object that moves on the blackboard surface, syn-
chronized with the camera, following a given trajectory. To
introduce variability in the camera movement, and to allow
all the digits outline to be seen (and possibly detected), we
used different trajectories that vary from a straight path to a
smooth or triangular undulating path that makes the camera
tilt along the transverse axis while moving (Figure 5b).

Before starting the simulation, we randomly select a
number of preprocessed MNIST digits and place them in
a random portion of the blackboard. The camera moves so
that all the digits will be framed during the camera move-
ment. The simulation is then finally started on this modified

scene to generate neuromorphic recordings. Every time a
frame is rendered during the simulation, the bounding boxes
of all the visible digits inside the frame are also extracted.
This operation is performed by computing the camera space
coordinates (or normalized device coordinates) of the top-
left and bottom-right vertex of all the images inside the field
of view. Since images are slightly larger than the actual dig-
its they contain, we cropped every bounding box to better
enclose each digit and also to compensate the small offset
in the pixels position introduced by the camera motion and
by the linear interpolation mechanism. In addition, bound-
ing boxes corresponding to objects which are only partially
visible are also filtered out. In order to build the final de-
tection dataset, this generation process is executed multiple
times, each time with different digits.

We built three sub-collections of recordings with increas-
ing level of complexity which we merged together to obtain
our final dataset: Blackboard MNIST EASY, Blackboard
MNIST MEDIUM, Blackboard MNIST HARD. In Black-
board MNIST EASY, we used digits of only one dimen-
sion (roughly corresponding to the middle scale of MNIST-
DVS samples) and a single type of camera trajectory which
moves the camera from right to left with the focus object
moving in a straight line. In addition, only three objects
were placed on the blackboard using only a fixed portion of
its surface. We collected a total of 1,200 samples (1,000
training, 100 testing, 100 validation).

Blackboard MNIST MEDIUM features more variability
in the number and dimensions of the digits and in the types
of camera movements. Moreover, the portion of the black-
board on which digits were added varies and may cover any
region of the blackboard, even those near its edges. The
camera motions were also extended to the set of all pos-
sible trajectories that combine either left-to-right or right-
to-left movements with variable paths of the focus object.
We used three types of trajectories for this object: a straight
line, a triangular path or a smooth curved trajectory, all par-
allel to the camera trajectory and placed around the position
of the digits on the blackboard. One of these path was se-
lected randomly for every generated sample. Triangular and
curved trajectories were introduced as we noticed that sud-
den movements of the camera produce burst of events that
we wanted our detection system to be able to handle. The
number and dimensions of the digits were chosen following
three possible configurations, similarly to the Shift MNIST-
DVS dataset: either six small digits (with sizes compara-
ble to scale4 MNIST-DVS digits), three intermediate-size
digits (comparable to the MNIST-DVS scale8) or two big
digits (comparable to the biggest scale of the MNIST-DVS
dataset, scalel6). A set of 1,200 recordings was gener-
ated using the same splits of the first variant and with equal
amount of samples in each one of the three configurations.

Finally, Blackboard MNIST HARD contains digits
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Figure 4: (a) The image shows in black the intensity, expresses as log I,,(t), of a single pixel u = (z,y). This curve
is sampled at a constant rate when frames are generated by Blender, shown in figure as vertical blue lines. The sampled
values thus obtained (blue circles) are used to approximate the pixel intensity by means of a simple piecewise linear time
interpolation (red line). Whenever this curve crosses one of the threshold values (horizontal dashed lines) a new event is
generated with the corresponding predicted timestamp. (Figure from [4]) (b) A preprocessed MNIST digit on top of the
blackboard’s background.

(b)

Figure 5: (a) The 3D scene used to generate the Blackboard MNIST dataset. The camera moves in front of the blackboard
along a straight trajectory while following a focus object that moves on the blackboard’s surface, synchronized with the
camera. The camera and its trajectory are depicted in green, the focus object is represented as a red cross and, finally, its
trajectory is depicted as a yellow line. (b) The three types of focus trajectories.

recorded by using the second and third configuration of ob- file format for event-based recordings.
jects we described previously. However, in this case each
image was resized to a variable size spanning from the orig- 2. Results

inal configuration size down to the previous scale. A total
of 600 new samples (500 training, 50 testing, 50 validation)
were generated, 300 of them containing three digits each
and the remaining 300 consisting of two digits with vari-
able size.

Table 1 provides a comparison between the average pre-
cision of YOLE and fcYOLE on N-Caltech101 classes. We
also provide a qualitative comparison between the two mod-
els in the video attachment.

The three collections can be used individually or jointly;
the whole Blackboard MNIST dataset contains 3, 000 sam-
ples in total (2500 training, 250 testing, 250 validation). Ex-
amples of different objects configurations are shown in Fig-
ure 6. Samples were saved by means of the AEDAT v3.1



Figure 6: Examples of the three types of objects configurations used to generate the second collection of the Blackboard

MNIST dataset.
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