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A. Description of the datasets

In this section, we provide further details about the datasets used for training, validating and testing the offline distillation process that produces the networks $S_{\text{pretrained}}$ of Section 3.2.

We use the main camera stream for both the soccer and basketball videos. This camera has a wide angle of view and is shown most of the time on television because it usually provides an excellent overview of the ongoing match. Hence, this camera is often used for sports analysis. Figure 4 of the main paper shows four examples of images taken from this camera.

Regarding the soccer dataset, we use the following eight matches from the UEFA Euro 2016 competition: 1. Germany vs Slovakia; 2. Belgium vs Wales; 3. Croatia vs Portugal; 4. France vs Ireland; 5. Northern Ireland vs Wales; 6. Poland vs Portugal; 7. Switzerland vs Poland; 8. Hungary vs Belgium. We also use one match from the 2013 Belgian Jupiler Pro League, FC Bruges vs Anderlecht, in order to test the networks on a match from a different competition, for the reasons detailed in the paper.


B. Obtaining $S_{\text{pretrained}}$

The two video datasets are used for training two separate instances of $S_{\text{pretrained}}$, one for each sport, by usual offline knowledge distillation. We collect a set $X$ of images by selecting one frame every four seconds in each video and compute their corresponding approximated ground truth $\mathcal{T}(X)$ using the teacher network $\mathcal{T}$. We split the dataset into three sets: a training set $D_{\text{train}} = (X_{\text{train}}, \mathcal{T}(X_{\text{train}}))$ containing the images subsampled from the first six matches, a validation set $D_{\text{val}} = (X_{\text{val}}, \mathcal{T}(X_{\text{val}}))$ containing the images of the seventh match and a test set $D_{\text{test}} = (X_{\text{test}}, \mathcal{T}(X_{\text{test}}))$ containing the images of the eighth match. $S_{\text{pretrained}}$ is trained on $D_{\text{train}}$ using the Adam optimizer with a batch size of 1, the weighted cross entropy loss (see pytorch.org) and a learning rate of $10^{-4}$. We stop its training when its performances on $D_{\text{val}}$, computed after each epoch, start decreasing. The good performances of $S_{\text{pretrained}}$ on an unseen game, assessed on $D_{\text{test}}$, confirmed that $S_{\text{pretrained}}$ could be used as such for the experiments reported in the paper.

C. About the networks

This section provides some details about the implementations of the networks used in the paper.

TinyNet [1] This network is the real-time segmentation network used for most of the experiments of the paper. We adapted the original implementation available at https://orbi.uliege.be/handle/2268/222427 from TensorFlow to PyTorch. In our work, we train it on fine-grained segmentation masks (provided by $\mathcal{T}$) rather than on rectangular blobs (manually annotated). The architecture of the network can be found in Figure 1. One way to speed up the inference time, is to compute the segmentation on batches of images rather than one image at a time, authorizing a small delay of on the output stream. Let us note that real-time inference is still possible with batches of size 1.

ICNet [4] This well-known network, state-of-the-art among real-time networks on the Cityscapes dataset [2], is
used for a comparison with TinyNet. We adapted the implementation available at https://github.com/hellochick/ICNet-tensorflow from TensorFlow to PyTorch. By default, this network outputs predictions for a large variety of classes. Since we only have two classes of interest in this work, humans or background, we modified the last layer of the network so that it outputs two numbers for each pixel, after which a softmax is applied, as in TinyNet.

**Mask R-CNN** [3] This network is chosen as the slow but effective “universal” teacher network $\mathcal{T}$ of our experiments. We used the PyTorch implementation available at https://github.com/facebookresearch/maskrcnn-benchmark. This network outputs several bounding boxes predictions with corresponding labels and segmentation masks inside the boxes. In order to select only interesting humans for our online training process, we keep the segmentation masks provided inside the boxes whose label corresponds to “human” and that intersect the field mask.

**D. Additional experiments**

**D.1. Analysis of a “failure” case**

It can be seen in Figures 3 and 6 of the paper that a drop in $F_1$ score occurs around 15 – 20 minutes in the soccer test match and 20-25 minutes in the basketball match. We further comment this “failure” case in this section, as one might interpret it as a possible limitation of ARTHuS.

By looking at the soccer video at that moment, it can be seen that an unusual scene occurs, which shows a remote part of the field where bear-looking mascots walk and photographs, staff members and spectators sit, as depicted in Figure 2. Fortunately, it appears that $S^{avg}$ still perfectly segments the player and the referees, which are the only humans that are of interest in this scene. Hence, the drop in performances can be explained by the large number of false positives and false negatives related to the mascots and the other people external to the game on the bottom and right side of the frame, which we added in the corrected masks (and for which $\mathcal{T}$ is also confused). If we evaluate the $F_1$ score without taking them into account, it goes back up to the same levels of performance as those achieved for the rest of the match. For the basketball video, the scene is a timeout, in which the players are grouped together and discuss strategies, as can be seen in Figure 2, which is a difficult case to handle for Mask R-CNN (similarly to Figure 5 of the paper).

Therefore, we can say that the drops in performances are due to unusual scenes coupled with the evaluation method itself, rather than an actual struggle of $S^{avg}$ to segment the interesting humans of the scene.

**D.2. ARTHuS when $S^{pretrained}$ already generalizes well**

As mentioned, $S^{pretrained}$ is trained on six matches from the Euro 2016 competition in the case of soccer. It is interesting to check if this network generalizes well to another game of the same competition and to examine the effect of training it online with ARTHuS. To do so, we evaluate the online training with TinyNet and report the performances on the eighth match of the soccer dataset in Figure 3. As can be seen, all curves reach about the same performances.
with a slight advantage for those produced by ARTHuS after 15 minutes. This indicates that, even when the network generalizes well, there is an interest in retraining it online since the performances can only increase during the match.

D.3. Tuning of the learning rate

As for any gradient-based learning algorithm, the learning rate may influence the results. Hereafter, we compare the results obtained with two learning rates when TinyNet is retrained online from a pre-trained network. As can be seen in Figure 4, a higher learning rate rapidly leads to better performances but also involves much more drops of performances throughout the match. This is why we use the lower learning rate of $10^{-5}$ in the experiments of the paper.

D.4. Other camera views

We also tested our method on another camera view. In this section, we show the result on one of the close-up cameras. This type of camera shows the players from a close-up point of view, which results in much bigger silhouettes compared to the main camera. Figure 5 shows the result of our method when trained from scratch after 20 minutes of online training time. As can be seen, the players are still correctly segmented, which indicates that our method can be applied as is with different camera views. This is an encouraging result about the robustness of our method to various sports scenes. It also implies that there might be no need to manually annotate any frames, regardless of the camera, in order to have a working multi-camera system for human segmentation in sports.
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Figure 5. Results of our method on another soccer camera obtained with TinyNet trained from scratch.
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