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Abstract

The high performance of machine learning algorithms

for the task of skin lesion classification has been shown

over the past few years. However, real-world implementa-

tions are still scarce. One of the reasons could be that most

methods do not quantify the uncertainty in the predictions

and are not able to detect data that is anomalous or signif-

icantly different from that used in training, which may lead

to a lack of confidence in the automated diagnosis or er-

rors in the interpretation of results. In this work, we explore

the use of uncertainty estimation techniques and metrics for

deep neural networks based on Monte-Carlo sampling and

apply them to the problem of skin lesion classification on

data from ISIC Challenges 2018 and 2019. Our results

show that uncertainty metrics can be successfully used to

detect difficult and out-of-distribution samples.

1. Introduction

Machine learning and specifically deep learning, have

dramatically improved the state-of-the-art in many areas

of research, including computer vision, speech recognition,

and natural language processing [27]. These advances are

now seeing an application in the medical field, where deep

neural networks are being used for a wide range of different

purposes [29], including tumor segmentation [3], diabetic

retinopathy detection [18], and cancer classification from

histological tissue images [15].

Skin lesion classification by deep neural networks into

different cancer sub-types has also experienced significant

progress in the last years. A breakthrough moment occurred

when a convolutional neural network (CNN) was trained on

a dataset of 129450 images of skin lesions of different dis-

eases in [13]. The neural network achieved the same accu-

racy as expert dermatologists on two binary classification

cases: keratinocyte carcinomas versus benign seborrheic

keratoses and malignant melanomas versus benign nevi.

Since then, many other deep learning models have been pro-

posed for the same purpose [5, 38, 16]. A key player in

the evolution of the field is the International Skin Imaging

Collaboration (ISIC) [1]. This expert consortium has been

developing digital imaging standards for skin cancer imag-

ing and has created a public archive containing the most

extensive publicly available collection of quality controlled

dermoscopic images of skin lesions. Moreover, since 2016,

ISIC organizes yearly artificial intelligence challenges pre-

senting problems in lesion segmentation and lesion classifi-

cation, promoting the growth of automated diagnostic sys-

tems for skin cancer [6, 2, 7, 31].

Despite the rapid acceleration of deep learning research

in healthcare, with potential applications being demon-

strated across various domains, there are currently limited

examples of these techniques being successfully deployed

into clinical practice [22]. The challenges and limitations

for the deployment of such systems into real-world envi-
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ronments are related to several factors: ethics and regula-

tory aspects, data availability and variability, and technol-

ogy issues intrinsic to machine learning solutions. Among

the last ones, essential factors include dataset shift, fitting

of confounders, interpretability or explainability of deci-

sions, generalization to different populations, and the de-

velopment of reliable measures of model confidence.

Most deep learning-based solutions produce determinis-

tic outputs and do not quantify or control the uncertainty in

the prediction, which may lead to a lack of confidence in

the automated diagnosis and errors in the interpretation of

results.

Usually, performance is given in terms of global metrics

related to the models’ discriminative power like sensitiv-

ity, specificity, AUC, or ROC curves. However, it is crucial

to know how sure or confident the model is about a pre-

diction, especially in the clinical practice where diagnostic

errors are especially relevant, and there are always difficult

cases that may require closer examination or a second ex-

pert opinion [28].

Uncertainty can not only be used to determine which

samples are hard to classify, thus requiring further inspec-

tion by an expert but also to detect samples that deviate from

the data used for training the model. When training and test

data distributions differ, the network can still provide (ar-

bitrary) predictions with high confidence. This problem is

known as the out-of-distribution problem. Identifying when

a model is being used on a domain different from the train-

ing domain is also a critical issue in medical applications

[36, 4].

Obtaining reliable uncertainty estimates of neural net-

work predictions is a long-standing challenge. In this work,

we explore the use of uncertainty estimation techniques and

metrics for deep neural networks based on Monte-Carlo

sampling and apply them to the problem of skin lesion clas-

sification in the context of the ISIC Challenges 2018 and

2019. We measure the uncertainty associated with the pre-

dictions of the classifier and study the use of uncertainty in

two cases: (i) identification of difficult cases where uncer-

tainty is related to errors in the classifier predictions, and

(ii) detection of out-of-distribution samples, where we do

not assume the availability of samples or the distribution of

the anomalous class.

2. Related Work

While there are many sources of uncertainty, they are

generally characterized as epistemic or aleatoric [11].

Epistemic uncertainty or model uncertainty captures the

uncertainty in the model parameters. It arises from the lack

of sufficient data to train the model to infer the underlying

data-generating function correctly. Therefore, epistemic un-

certainty is inversely proportional to the density of training

examples and could be reduced by collecting and training

on more data.

On the other hand, aleatoric uncertainty is described by

the noise in the observations; it is the input-dependent un-

certainty. This type of uncertainty arises due to hidden vari-

ables or measurement errors and cannot be explained away

by capturing more data [23, 36].

Uncertainty in neural networks can be modeled with a

Bayesian analysis. Uncertainties are formalized as proba-

bility distributions over the model parameters (for epistemic

uncertainty) or model inputs (for aleatoric uncertainty) [23].

Epistemic uncertainty is modeled by placing a prior dis-

tribution over the model’s weights W , and capturing how

much these weights vary given some data. Bayesian neural

networks (BNN) provide a principled mathematical frame-

work for this kind of uncertainty. Denoting by fW (x)
the output of the network, Bayesian inference is used to

compute a posterior over the weights p(W |X,Y ) for given

training data (X,Y ), where X and Y are training samples

and labels. From this posterior, p(y|w, x), the predictive

distribution of a test sample x is obtained and used to quan-

tify the predictive uncertainty.

However, except in trivial cases, exact Bayesian infer-

ence is computationally intractable for neural networks, and

therefore several approximations have been proposed, like

Laplace approximation, Markov chain Monte Carlo meth-

ods, variational Bayesian methods, or assumed density fil-

tering (see [25] and references therein).

A second group of works uses Monte Carlo sampling as

an alternative way to generate an ensemble of predictions

and estimate uncertainty. Predictions can be generated by

using an ensemble of differently trained neural networks as

proposed by Lakshminarayanan et al. [25], or by dropout at

test time. This last method proposed by Gal [14] is preva-

lent in practice due to its simplicity. It consists of train-

ing a model with dropout at every layer and then executing

dropout at test time to sample from the approximate poste-

rior.

Other strategies for epistemic uncertainty are related to

its use for out-of-distribution detection [36]. They consist

of creating a dataset with both anomalies (or ’negative sam-

ples’) and in-distribution data. These negative examples

resemble realistic input configurations that lay outside the

data distribution. Then, a binary classifier is trained to dis-

tinguish between original training points and negative ex-

amples and may be used to measure epistemic uncertainty.

Another approach consists of adding a ’none-of-the-above’

category to the original classification problem. Examples

of this strategy include noise-contrastive priors [20], and

GANs [17].

The previous approaches represent the posterior p(Y |X)
by sampling but do not model aleatoric uncertainty. One

strategy to achieve this goal is to assume that the conditional

distribution of a target variable given the input is Gaussian.



This is the approach followed by Kendall [23], which trains

a model that approximates the posterior distribution and

produces two outputs, a predictive mean and a predictive

variance. The method is combined with Monte-Carlo sam-

pling to estimate both aleatoric and epistemic uncertainties

at the same time. One limitation of this technique is that it

requires to adapt the network architecture and loss function,

which hinders the application to already trained models.

Another approach for estimating the aleatoric uncer-

tainty is based on data augmentation. Data augmentation

has been typically used to obtain additional training sam-

ples by applying transformations (flipping, cropping, rotat-

ing, scaling, elastic deformations) to the dataset samples.

Ayhan [34] and Wang [41] proposed using data augmen-

tation at test time as a means to estimate aleatoric uncer-

tainty, by generating several augmented examples per test

case, obtaining their predictions and using them to estimate

uncertainty.

Estimation of epistemic and aleatoric uncertainty has

also been investigated for medical image classification and

segmentation. Laves et al. [26] modify a ResNet archi-

tecture to produce posterior distributions using a variational

model and Monte Carlo dropout at test time and estimate

uncertainty using the variance of the predictions in a prob-

lem of OCT scan classification. They show that cases incor-

rectly classified correlate with higher uncertainty. Leibig

[28] also uses Monte Carlo dropout at test time for dia-

betic retinopathy detection from fundus images and shows

that uncertainty informed decision referral can improve di-

agnostic performance. Ayhan and Berens [34] use data aug-

mentation at test time to capture aleatoric uncertainty in a

diabetic retinopathy detection dataset. They use it to clas-

sify healthy vs. disease samples showing that wrongly clas-

sified samples have higher uncertainty than correct predic-

tions, and the AUC increases as more uncertain samples are

removed from the test set. Regarding medical image seg-

mentation, Wang [41] uses Monte Carlo dropout and test

data augmentation uncertainty estimates to help to reduce

overconfident incorrect predictions in 3D brain tumor and

2D fetal brain segmentation. Also, for brain segmentation,

Eaton-Rosen [12] uses the combined strategy proposed in

[23] to quantify uncertainty, convert voxel-wise uncertainty

into volumetric uncertainty and calibrate the accuracy and

reliability of confidence intervals of derived measurements.

Nair [32] trains a CNN for multiple sclerosis lesion de-

tection, and segmentation augmented to provide different

voxel-based uncertainty measures based on Monte Carlo

dropout and analyzes the performance of voxel-based seg-

mentation and lesion-level detection by choosing operating

points based on the uncertainty. Jungo [21] reports the re-

sults of evaluating several voxelwise uncertainty measures

with respect to their reliability and limitations for brain tu-

mor segmentation and skin lesion segmentation.

3. Materials and Methods

3.1. Datasets

3.1.1 ISIC 2018 Challenge and Dataset

The ISIC Challenge 2018 comprises three different tasks:

skin lesion segmentation, skin lesion attribute detection,

and skin lesion classification. In our work, we focus on

the third task, which consists of the implementation of

machine learning algorithms to classify dermoscopic im-

ages of skin tumors into seven different diagnostic cat-

egories: melanoma, melanocytic nevus, basal cell carci-

noma, actinic keratosis/Bowen’s disease, benign keratosis,

dermatofibroma, and vascular lesions. The ISIC Challenge

2018 dataset is based on the HAM10000 database [19].

This dataset is composed of 10,015 dermoscopic images

corresponding to 7,470 skin lesions. Each image is paired

with its corresponding label indicating the lesion diagnosis

and other metadata surrounding the lesion and the patient.

The test dataset of the ISIC 2018 Challenge contains 1512

images that the participants are asked to classify in their

submission file.

3.1.2 ISIC 2019 Challenge and Dataset

In the ISIC Challenge 2019, the participants are asked to

build classifiers for the diagnosis of skin tumors from der-

moscopic images. The challenge is divided into two tasks.

In the first task, the participants are asked to classify the le-

sions using only the information available in the images,

while in the second task, the participants can use extra

metadata (age, sex, and anatomic location of the lesion) to

come up with the diagnosis. The training dataset of the

ISIC Challenge 2019 consists of 25331 dermoscopic im-

ages of eight diagnostic categories: melanoma, melanocytic

nevus, basal cell carcinoma, actinic keratosis, benign ker-

atosis, dermatofibroma, vascular lesion, and squamous cell

carcinoma. This dataset includes all the images from the

HAM10000 dataset [39], and also adds images from the

BCN20000 dataset [8] and the MSK dataset [7]. The

BCN20000 dataset is considered to be remarkably complex

since it includes uncurated images from day to day clinical

practice [8].

The test dataset from the ISIC Challenge 2019 consists

of 8238 images and includes a set of images that are not

contained in the diagnostic categories provided in the train-

ing split (Unknown category). The participants’ task is to

identify these images as being out-of-distribution and to la-

bel them accordingly in their submission file, together with

the rest of the classes.

3.2. Uncertainty methods

To model the epistemic uncertainty, we follow the

Monte-Carlo Test Time Dropout method proposed by Gal



[14]. We train the network using random dropout (with

a dropout rate of 0.2). To capture model uncertainty for

a given image x we use dropout at test time with the

same probability and perform multiple predictions {pt =
p(y|x,X, Y,W t)}t=1...T , where each prediction is a vector

of softmax scores for the C classes.

In order to account for aleatoric uncertainty in the pre-

dictions, we use Test Data Augmentation [34, 41]. We for-

ward the images several times through the neural network

with random data augmentation configurations during test

time. For each image x we obtain {xt}t=1...T versions by

data augmentation, and forward the images to obtain a set

of predictions {pt = p(y|xt, X, Y,W )}t=1...T .

Finally, we combine the two approaches to estimate both

epistemic and aleatoric uncertainty: for each image x, we

generate T augmented examples and forward each example

once using dropout at test time. We obtain a set of predic-

tions {pt = p(y|xt, X, Y,W t)}t=1...T .

3.3. Uncertainty measures

We use three different metrics to quantify the predictive

uncertainty: entropy, variance, and the Bhattacharyya coef-

ficient between distributions.

First, for an image x we obtain T different predictions

pt(x) (either by Monte-Carlo Dropout, Test Augmentation

of the combination of the two strategies), where each pre-

diction is a vector of softmax scores for the C classes. Then

we compute the average prediction score for the T samples:

pT (x) =
1

T

T
∑

t=1

pt(x) (1)

Predictive Entropy: The entropy is a measure interpreted

as the average level of information or uncertainty inherent

in the possible outcomes of a random variable [35].

H(pT (x)) = −

C
∑

c=1

pT (x)[c] log(pT (x)[c]) (2)

where pT (x)[c] is the c-th element of the vector pT (x), the

average prediction score for class c.

Prediction Variance: We compute the variance of the T

predictions for each class, and then the mean-variance over

all classes

σ2(pT (x)) =
1

T

T
∑

t=1

(pt(x)− pT (X))2 (3)

Note that now all the operations are element-wise.

Bhattacharyya Coefficient (BC): The Bhattacharyya

coefficient is a measure of the amount of overlap between

two statistical samples or populations. As proposed in [40],

we compute the normalized BC between the two classes

with higher predictive mean.

BC(hc1, hc2)(x) =

N
∑

n=1

√

hc1[n] ∗ hc2[n] (4)

where hc1 and hc2 are the N -bin histograms of the

two classes with higher predictive mean PT (x)[c1] and

PT (x)[c2].

4. Experiments and Results

We conduct a series of experiments to study whether the

uncertainty metrics described in section 3 can be used to

identify difficult to classify and out-of-distribution samples.

All the classifiers used in the experiments are based in the

Efficient-Net-B0 [37] architecture. During training, each

RGB input image is resized to (224, 224) and augmented

by performing the following random operations: rotations

within a range of 180 degrees, resized crops with scales 0.4

to 0.6 and ratio of 0.9 to 1.1, color jitters including bright-

ness (10%), saturation (10%), contrast (10%) and hue (3%),

horizontal and vertical flips. We use Adam optimization

[24] with a base learning rate of 0.001 and Cosine Anneal-

ing Warm Restarts [30] to modify the learning rate dur-

ing training and we use early stopping to select the set of

weights with best validation performance. To account for

the severe class imbalance present in the datasets, we use

weighted sampling [33] to construct a uniform class distri-

bution in the training batches.

4.1. Experiment 1  Uncertainty as a measure of
confidence

In this set of experiments, we aim to determine if the

proposed uncertainty metrics can be related to errors in the

prediction from the classifier. To do so, we train two clas-

sifiers for the problem of skin lesion classification in the

ISIC Challenge 2018 and 2019 datasets, respectively. We

divide the datasets into train (64 %), validation (16 %) and

test (20 %) splits. During inference, we forward each image

T = 100 times through the neural network using Test Aug-

mentation, Test Time Dropout, and both uncertainty tech-

niques simultaneously.

We obtain predictions for the classifiers by averaging the

output softmax vector over the T iterations and compute

the uncertainty of each prediction based on the methods de-

scribed in section 3.

We report the balanced accuracy in the test set for each

inference configuration in table 1. Figure 1 shows the dis-

tribution of the uncertainty metrics, stratified by the cor-

rectness of the predictions of the classifier in the test set.

Similarly to [40], we aim to understand how the uncertainty

metrics relate to the accuracy of the predictions of the clas-

sifier. To do so, we compute the evolution in balanced ac-



ISIC Challenge 2018 2019

No sampling 0.74 0.61

Monte Carlo Dropout 0.73 0.61

Test Augmentation 0.76 0.64

Both 0.76 0.64

Table 1. Balanced accuracy for the trained classifier for different

inference sampling techniques.

Train Validation Test

Inlier 6261 1546 1951

Skin Outliers 0 0 257

Imagenet Outliers 0 0 12264

Table 2. Inlier / Outlier distribution of samplings in training, vali-

dation and test splits.

curacy as we iteratively discard the most uncertain samples

from the test dataset. Figure 2 show these results for the

ISIC Challenge 2018 and 2019 datasets.

4.2. Experiment 2  Uncertainty to detect outof
distribution Samples

In this set of experiments, we aim to determine if we can

use the uncertainty metrics presented in section 3 to detect

out-of-distribution samples, that is, samples from diagnostic

categories that are not present in the training set.

4.2.1 ISIC Challenge 2018

We create a controlled experiment where the classifier is

used with diagnostic categories not present in the training

dataset. To do so, we move a subset of classes from the

training set to the test set, train the network with the re-

duced training set, and compute the uncertainty metrics for

samples grouped into in-distribution and out-of-distribution

cases.

More concretely, we move the Dermatofibroma and Vas-

cular Lesion categories from the training dataset to the test

set of the ISIC Challenge 2018 dataset. We choose these

two classes for being the ones with the lowest representation

in the training split to minimize the impact on the classifier

performance. We also add 12264 images from the Imagenet

dataset [10] to the test split, to compare the magnitude of

uncertainty metrics for images from a completely different

domain. Table 2 shows sample distribution across the train,

validation, and test splits.

After training, we compute the uncertainty metrics and

report them in figure 4, stratified by in-distribution, and out-

of-distribution categories. We also compute the AUC for

each uncertainty metrics when used as predictor for out-of-

distribution detection (excluding samples from ImageNet),

AUC for OOD Detection Entropy Var BC

Monte Carlo Dropout 0.71 0.75 0.68

Test Augmentation 0.75 0.78 0.78

Both 0.76 0.80 0.79

Table 3. AUC of uncertainty metrics when used as predictors for

out-of-distribution detection in the ISIC Challenge 2018 dataset

(excluding samples from ImageNet).

Uncertainty Agg. Metric Bal. Acc. AUC. UNK

MC Drop. Entropy 0.476 0.613

Variance 0.508 0.645

BC 0.525 0.579

Test Aug. Entropy 0.411 0.660

Variance 0.390 0.684

BC 0.377 0.622

Both Entropy 0.437 0.670

Variance 0.349 0.692

BC 0.379 0.622

Control - 0.550 0.500

Table 4. Balanced accuracy and AUC for out-of-distribution cate-

gory in the live leaderboard from the ISIC Challenge 2019.

and report the results in table 3.

4.2.2 ISIC Challenge 2019

We train a classifier on the images from the ISIC Challenge

2019. We split the training dataset into the train (80 %), and

validation (20 %) splits (used for early stopping). We obtain

the predictions and uncertainty metrics averaging over T =
100 iterations during inference in the official test dataset

downloaded from the ISIC Live Challenge 2019 platform.

Figure 5 shows the histograms of each uncertainty met-

ric for the validation and testing splits. In order to obtain

a threshold to label the samples as out-of-distribution, we

use the intersection between the probability density func-

tion for the validation and test splits, based on the estima-

tion by the Parzen–Rosenblatt window technique [9] (the

higher threshold is selected if there was more than one in-

tersection point). We then upload the results to the ISIC

Live Challenge platform, and report the balanced accuracy

results and AUC for the Unknown category in table 4.

5. Discussion

The results from our first set of experiments show that

uncertainty metrics can be used to explain the confidence of

the classifier. Figure 4 shows that all the uncertainty met-

rics reported in this publication were higher for the predic-



(a) (b) (c)

(d) (e) (f)

Figure 1. Experiment 1. Uncertainty metrics as a function of correct or incorrect predictions in the ISIC Challenge 2018 dataset.

tion errors at the output of the classifier. In figure 2, we

can observe how the balanced accuracy of the classifier im-

proved as the most uncertain samples were removed from

the test set. Both of these results suggest that uncertainty

metrics can be useful to identify samples where the clas-

sifier is prone to produce incorrect predictions. The com-

bination of Monte Carlo Dropout and Test Augmentation

was the most efficient technique at identifying error-prone

samples, as seen in table 3. Moreover, the results in table 1

confirm that these techniques can also be used to boost the

accuracy of the trained classifier during inference.

The second set of experiments validate that the un-

certainty metrics can also be useful to identify out-of-

distribution samples during inference. Figure 4 reveals that

both Monte Carlo Dropout and Test Augmentation uncer-

tainty metrics are higher for the out-of-distribution samples

of the test dataset. These metrics were not only efficient

at identifying samples from the Imagenet dataset but were

also valuable for detecting diagnostic categories from skin

lesions not present in the training split. The results in table 3

support this conclusion: the AUC for the metrics described

was high when used as predictors for out-of-distribution de-

tection. Once again, the combination of both methods was

the most efficient, achieving an AUC of 0.80.

The uncertainty estimation metrics were also useful to

detect out-of-distribution samples in the ISIC Challenge

2019 dataset. The higher AUC amongst the techniques pre-

sented for out-of-distribution detection was 0.692 for the

combination of Monte Carlo Dropout and Test Augmenta-

tion (table 4 ). However, selecting an appropriate thresh-

old to detect the out-of-distribution category was found to

be challenging without representative samples from the Un-

known class in the validation set, and the balanced accuracy

of the classifier was negatively impacted.

6. Conclusions

In this study, we use Monte Carlo dropout and Test

Augmentation uncertainty estimation techniques to iden-

tify hard samples at the output of a classifier. We also re-

port the use of these techniques to detect out-of-distribution

samples. The uncertainty metrics showed a high AUC for

the problem of out-of-distribution detection. However, se-

lecting an appropriate threshold to label them accordingly

proved to be a difficult task without the representation of

such categories in the validation set. We present our re-



(a) (b) (c)

(d) (e) (f)

Figure 2. Experiment 1. Evolution of balanced accuracy as the most uncertain samples are removed from the test dataset for Monte Carlo

dropout (a, d), Test Augmentation (b, e) and the combined method (c, f) for the ISIC Challenge 2018 (a, b, c) and ISIC Challenge 2019 (d,

e, f) datasets.

(a) (b) (c) (d)
Figure 3. Examples of the most (c and d) and least (a and b) uncertain samples from the ISIC Challenge 2019 dataset (test augmentation,

variance), with their corresponding softmax output from the classifier.

sults for the problem of skin lesion classification from der-

moscopic images with the ISIC Challenge 2018 and 2019

datasets.
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