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Abstract

We study the problem of jointly reasoning about lan-

guage and vision through a navigation and spatial reason-

ing task. We introduce the TOUCHDOWN task and dataset,

where an agent must first follow navigation instructions in

a real-life visual urban environment, and then identify a lo-

cation described in natural language to find a hidden ob-

ject at the goal position. The data contains 9,326 examples

of English instructions and spatial descriptions paired with

demonstrations. Empirical analysis shows the data presents

an open challenge to existing methods, and qualitative lin-

guistic analysis shows that the data displays richer use of

spatial reasoning compared to related resources. The envi-

ronment and data are available at https://touchdown.ai.

1. Introduction

Consider the visual challenges of following natural lan-

guage instructions in a busy urban environment. Figure 1

illustrates this problem. The agent must identify objects

and their properties to resolve mentions to traffic light and

American flags, identify patterns in how objects are ar-

ranged to find the flow of traffic, and reason about how

the relative position of objects changes as it moves to go

past objects. Reasoning about vision and language has

been studied extensively with various tasks, including vi-

sual question answering [3, 34], visual navigation [2, 25],

interactive question answering [9, 12], and referring expres-

sion resolution [16, 22, 23]. However, existing work has

largely focused on relatively simple visual input, including

object-focused photographs [20, 28] or simulated environ-

ments [4, 9, 19, 25, 33]. While this has enabled significant

progress in visual understanding, the use of real-world vi-

sual input not only increases the challenge of the vision task,

it also drastically changes the kind of language it elicits and

requires fundamentally different reasoning.

⇤Work done at Cornell University.

Turn and go with the flow of traffic. At the first traffic light turn left. Go

past the next two traffic light, As you come to the third traffic light you

will see a white building on your left with many American flags on it.

Touchdown is sitting in the stars of the first flag.

Figure 1. An illustration of the task. The agent follows the in-

structions to reach the goal, starting by re-orientating itself (top

image) and continuing by moving through the streets (two middle

images). At the goal (bottom), the agent uses the spatial descrip-

tion (underlined) to locate Touchdown the bear. Touchdown only

appears if the guess is correct (see bottom right detail).

In this paper, we study the problem of reasoning about

vision and natural language using an interactive visual nav-

igation environment based on Google Street View.1 We de-

sign the task of first following instructions to reach a goal

1https://developers.google.com/maps/documentation/streetview/intro
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position, and then resolving a spatial description at the goal

by identifying the location in the observed image of Touch-

down, a hidden teddy bear. Using this environment and

task, we release TOUCHDOWN,2 a dataset for navigation

and spatial reasoning with real-life observations.

We design our task for diverse use of spatial reasoning,

including for following instructions and resolving the spa-

tial descriptions. Navigation requires the agent to reason

about its relative position to objects and how these relations

change as it moves through the environment. In contrast,

understanding the description of the location of Touchdown

requires the agent to reason about the spatial relations be-

tween observed objects. The two tasks also diverge in their

learning challenges. While in both learning requires re-

lying on indirect supervision to acquire spatial knowledge

and language grounding, for navigation, the training data

includes demonstrated actions, and for spatial description

resolution, annotated target locations. The task can be ad-

dressed as a whole, or decomposed to its two portions.

The key data collection challenge is designing a scal-

able process to obtain natural language data that reflects the

richness of the visual input while discouraging overly ver-

bose and unnatural language. In our data collection process,

workers write and follow instructions. The writers navigate

in the environment and hide Touchdown. Their goal is to

make sure the follower can execute the instruction to find

Touchdown. The measurable goal allows us to reward effec-

tive writers, and discourages overly verbose descriptions.

We collect 9,326 examples of the complete task, which

decompose to the same number of navigation tasks and

27,575 spatial description resolution (SDR) tasks. Each

example is annotated with a navigation demonstration and

the location of Touchdown. Our linguistically-driven analy-

sis shows the data requires significantly more complex rea-

soning than related datasets. Nearly all examples require

resolving spatial relations between observable objects and

between the agent and its surroundings, and each exam-

ple contains on average 5.3 commands and refers to 10.7
unique entities in its environment.

We empirically study the navigation and SDR tasks inde-

pendently. For navigation, we focus on the performance of

existing models trained with supervised learning. For SDR,

we cast the problem of identifying Touchdown’s location as

an image feature reconstruction problem using a language-

conditioned variant of the UNET architecture [29, 25]. This

approach significantly outperforms several strong baselines.

2. Related Work and Datasets

Jointly reasoning about vision and language has been

studied extensively, most commonly focusing on static vi-

sual input for reasoning about image captions [20, 8, 28, 31,

2 Touchdown is the unofficial mascot of Cornell University.

32] and grounded question answering [3, 13, 34]. Recently,

the problem has been studied in interactive simulated envi-

ronments where the visual input changes as the agent acts,

such as interactive question answering [9, 12, ] and instruc-

tion following [25, 26]. In contrast, we focus on an interac-

tive environment with real-world observations.

The most related resources to ours are R2R [2] and Talk

the Walk [10]. R2R uses panorama graphs of house envi-

ronments for the task of navigation instruction following. It

includes 90 unique environments, each containing an aver-

age of 119 panoramas, significantly smaller than our 29,641
panoramas. Our larger environment requires following the

instructions closely, as finding the goal using search strate-

gies is unlikely, even given a large number of steps. We also

observe that the language in our data is significantly more

complex than in R2R (Section 5). Our environment setup is

related to Talk the Walk, which uses panoramas in small ur-

ban environments for a navigation dialogue task. In contrast

to our setup, the instructor does not observe the panoramas,

but instead sees a simplified diagram of the environment

with a small set of pre-selected landmarks. As a result, the

instructor has less spatial information compared to TOUCH-

DOWN. Instead the focus is on conversational coordination.

SDR is related to the task of referring expression res-

olution, for example as studied in ReferItGame [16] and

Google Refexp [22]. Referring expressions describe an ob-

served object, mostly requiring disambiguation between the

described object and other objects of the same type. In con-

trast, the goal of SDR is to describe a specific location rather

than discriminating. This leads to more complex language,

as illustrated by the comparatively longer sentences of SDR

(Section 5). Kitaev and Klein [18] proposed a similar task

to SDR, where given a spatial description and a small set of

locations in a fully-observed simulated 3D environment, the

system must select the location described from the set. We

do not use distractor locations, requiring a system to con-

sider all areas of the image to resolve a spatial description.

3. Environment and Tasks

We use Google Street View to create a large naviga-

tion environment. Each position includes a 360� RGB

panorama. The panoramas are connected in a graph-like

structure with undirected edges connecting neighboring

panoramas. Each edge connects to a panorama in a specific

heading. For each panorama, we render perspective images

for all headings that have edges. Our environment includes

29,641 panoramas and 61,319 edges from New York City.

Figure 2 illustrates the environment.

We design two tasks: navigation and spatial description

resolution (SDR). Both tasks require recognizing objects

and the spatial relations between them. Navigation focuses

on egocentric spatial reasoning, where instructions refer to

the agent’s relationship with its environment, including the
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Figure 2. An illustration of the environment. Left: part of the graph

structure with polarly projected panoramas illustrating positions

linked by edges, each labeled with its heading. Heading angles

shown closer to each panorama represent the outgoing angle from

that panorama; for example, the heading from Pano A to Pano B

is 31�. Right: the area in New York City covered by the graph.

objects it observes. The SDR task displays more allocentric

reasoning, where the language requires understanding the

relations between the observed objects to identify the target

location. While navigation requires generating a sequence

of actions from a small set of possible actions, SDR requires

choosing a specific pixel in the observed image. Both tasks

present different learning challenges. The navigation task

could benefit from reward-based learning, while the SDR

task defines a supervised learning problem. The two tasks

can be addressed separately, or combined by completing the

SDR task at the goal position at the end of the navigation.

3.1. Navigation

The agent’s goal is to follow a natural language instruc-

tion and reach a goal position. Let S be the set of all states.

A state s 2 S is a pair (I,α), where I is a panorama and

α is the heading angle indicating the agent heading. We

only allow states where there is an edge connecting to a

neighboring panorama in the heading α. Given a navi-

gation instruction x̄n and a start state s1 2 S , the agent

performs a sequence of actions. The set of actions A is

{FORWARD, LEFT, RIGHT, STOP}. Given a state s and an ac-

tion a 2 A, the state is deterministically updated using a

transition function T : S ⇥ A ! S . The FORWARD action

moves the agent along the edge in its current heading. For-

mally, if the environment includes the edge (Ii, Ij) at head-

ing α in Ii, the transition is T ((Ii,α), FORWARD) = (Ij ,α
0).

The new heading α
0 is the heading of the edge in Ij with

the closest heading to α. The LEFT (RIGHT) action changes

the agent heading to the heading of the closest edge on

the left (right). Formally, if the position panorama I has

edges at headings α > α
0 > α

00, T ((I,α), LEFT) = (I,α0)
and T ((I,α), RIGHT) = (I,α00). Given a start state s1
and a navigation instruction x̄n, an execution ē is a se-

quence of state-action pairs h(s1, a1), ..., (sm, am)i, where

T (si, ai) = si+1 and am = STOP.

Evaluation We use three evaluation metrics: task com-

pletion, shortest-path distance, and success-weighted edit

distance. Task completion (TC) measures the accuracy

of completing the task correctly. We consider an exe-

cution correct if the agent reaches the exact goal posi-

tion or one of its neighboring nodes in the environment

graph. Shortest-path distance (SPD) measures the mean

distance in the graph between the agent’s final panorama

and the goal. SPD ignores turning actions and the agent

heading. Success weighted by edit distance (SED) is
1
N

PN

i=1 Si(1�
lev(ē,ˆ̄e)

max(|ē|,|ˆ̄e|)
), where the summation is over

N examples, Si is a binary task completion indicator, ē

is the reference execution, ˆ̄e is the predicted execution,

lev(·, ·) is the Levenshtein edit distance, and | · | is the exe-

cution length. The edit distance is normalized and inversed.

We measure the distance and length over the sequence of

panoramas in the execution, and ignore changes of orien-

tation. SED is related to success weighted by path length

(SPL) [1], but is designed for instruction following in graph-

based environments, where a specific correct path exists.

3.2. Spatial Description Resolution (SDR)

Given an image I and a natural language description x̄s,

the task is to identify the point in the image that is referred

to by the description. We instantiate this task as finding the

location of Touchdown, a teddy bear, in the environment.

Touchdown is hidden and not visible in the input. The im-

age I is a 360� RGB panorama, and the output is a pair of

(x, y) coordinates specifying a location in the image.

Evaluation We use three evaluation metrics: accuracy,

consistency, and distance error. Accuracy is computed with

regard to an annotated location. We consider a prediction

as correct if the coordinates are within a slack radius of the

annotation. We measure accuracy for radiuses of 40, 80,

and 120 pixels and use euclidean distance. Our data collec-

tion process results in multiple images for each sentence.

We use this to measure consistency over unique sentences,

which is measured similar to accuracy, but with a unique

sentence considered correct only if all its examples are cor-

rect [11]. We compute consistency for each slack value.

We also measure the mean euclidean distance between the

annotated location and the predicted location.

4. Data Collection

We frame the data collection process as a treasure-hunt

task where a leader hides a treasure and writes directions

to find it, and a follower follows the directions to find the

treasure. The process is split into four crowdsourcing tasks

(Figure 3). The two main tasks are writing and following.

In the writing task, a leader follows a prescribed route and

hides Touchdown the bear at the end, while writing instruc-

tions that describe the path and how to find Touchdown.
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Task I: Instruction Writing The worker starts at the beginning of the route facing north (a). The prescribed route is shown in the overhead map (bottom

left of each image). The worker faces the correct direction and follows the path, while writing instructions that describe these actions (b). After following

the path, the worker reaches the goal position, places Touchdown, and completes writing the instructions (c).

Place Touchdown

Can’t Place 

Touchdown

Turn so that the trees are 

to your left. At the first 

intersection, turn left and 
stop. Touchdown is on 

top of the blue mailbox 

on the right hand corner.

Place Touchdown

Can’t Place 
Touchdown

Turn so that the trees are 

to your left. At the first 

intersection, turn left and 

stop.

Place Touchdown

Can’t Place 

Touchdown

(a) (b) (c)

Turn so that 

the trees are to 

your left. At the 

first 
intersection, 

turn left and 

stop. 

Touchdown is 
on top of the 

blue mailbox 

on the right 
hand corner.

Place Touchdown

Bear is Occluded

Turn so that the trees are 

to your left. At the first 

intersection, turn left and 
stop. Touchdown is on 

top of the blue mailbox 

on the right hand corner.

Remaining 
Attempts: 2

You Found 

Touchdown!

Touchdown is on top 
of the blue mailbox on 

the right hand corner.

Turn so that the 

trees are to your 

left. At the first 
intersection, turn 

left and stop. 

Touchdown is on 
top of the blue 

mailbox on the 

right hand corner.

Target Location 
Instructions:

Submit

Task II: Panorama Propagation Given the im-

age from the leader’s final position (top), in-

cluding Touchdown’s placement, and the instruc-

tions (right), the worker annotates the location of

Touchdown in the neighboring image (bottom).

Task III: Validation The worker begins in the

same heading as the leader, and follows the in-

structions (bottom left) by navigating the envi-

ronment. When the worker believes they have

reached the goal, they guess the target location

by clicking in the Street View image.

Task IV: Instruction Segmentation The in-

structions are shown (left). The worker high-

lights segments corresponding to the navigation

and target location subtasks. The highlighted

segment is shown to the worker (right).

Figure 3. Illustration of the data collection process.

The following task requires following the instructions from

the same starting position to navigate and find Touchdown.

Additional tasks are used to segment the instructions into

the navigation and target location tasks, and to propagate

Touchdown’s location to panoramas that neighbor the final

panorama. We use a customized Street View interface for

data collection. However, the final data uses a static set of

panoramas that do not require the Street View interface.

Task I: Instruction Writing We generate routes by sam-

pling start and end positions. The sampling process results

in routes that often end in the middle of a city block. This

encourages richer language, for example by requiring to de-

scribe the goal position rather than simply directing to the

next intersection. The route generation details are described

in the Supplementary Material. For each task, the worker is

placed at the starting position facing north, and asked to

follow a route specified in an overhead map view to a goal

position. Throughout, they write instructions describing the

path. The initial heading requires the worker to re-orient

to the path, and thereby familiarize with their surroundings

better. It also elicits interesting re-orientation instructions

that often include references to the direction of objects (e.g.,

flow of traffic) or their relation to the agent (e.g., the um-

brellas are to the right). At the goal panorama, the worker

is asked to place Touchdown in a location of their choice

that is not a moving object (e.g., a car or pedestrian) and to

describe the location in their instructions. The worker goal

is to write instructions that a human follower can use to cor-

rectly navigate and locate the target without knowing the

correct path or location of Touchdown. They are not per-

mitted to write instructions that refer to text in the images,

including street names, store names, or numbers.

Task II: Target Propagation to Panoramas The writ-

ing task results in the location of Touchdown in a single

panorama in the Street View interface. However, resolving

the spatial description to the exact location is also possible

from neighboring panoramas where the target location is

visible. We use a crowdsourcing task to propagate the loca-
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Orient yourself in the direction of the red ladder. Go straight and take

a left at the intersection with islands. Take another left at the intersec-

tion with a gray trash can to the left. Go straight until near the end of

the fenced in playground and court to the right near the end of the

fenced in playground and court to the right. Touchdown is on the

last basketball hoop to the right.

Figure 4. Example instruction where the annotated navigation (un-

derlined) and SDR (bolded) segments overlap.

Task Number of Workers

Instruction Writing 224

Target Propagation 218

Validation 291

Instruction Segmentation 46

Table 1. Number of workers who participated in each task.

tion of Touchdown to neighboring panoramas in the Street

View interface, and to the identical panoramas in our static

data. This allows to complete the task correctly even if not

stopping at the exact location, but still reaching a seman-

tically equivalent position. The propagation in the Street

View interface is used for our validation task. The task in-

cludes multiple steps. At each step, we show the instruction

text and the original Street View panorama with Touchdown

placed, and ask for the location for a single panorama, ei-

ther from the Street View interface or from our static im-

ages. The worker can indicate if the target is occluded. The

propagation annotation allows us to create multiple exam-

ples for each SDR, where each example uses the same SDR

but shows the environment from a different position.

Task III: Validation We use a separate task to validate

each instruction. The worker is asked to follow the instruc-

tion in the customized Street View interface and find Touch-

down. The worker sees only the Street View interface, and

has no access to the overhead map. The task requires nav-

igation and identifying the location of Touchdown. It is

completed correctly if the follower clicks within a 90-pixel

radius3 of the ground truth target location of Touchdown.

This requires the follower to be in the exact goal panorama,

or in one of the neighboring panoramas we propagated the

location to. The worker has five attempts to find Touch-

down. Each attempt is a click. If the worker fails, we create

another task for the same example to attempt again. If the

second worker fails as well, the example is discarded.

Task IV: Segmentation We annotate each token in the

instruction to indicate if it describes the navigation or SDR

tasks. This allows us to address the tasks separately. First, a

worker highlights a consecutive prefix of tokens to indicate

the navigation segment. They then highlight a suffix of to-

kens for the SDR task. The navigation and target location

segments may overlap (Figure 4).

Workers and Qualification We require passing a qualifi-

cation task to do the writing task. The qualifier task requires

3This is roughly the size of Touchdown. The number is not directly

comparable to the SDR accuracy measures due to different scaling.

Dataset
Dataset Vocab. Mean Text Real

Size Size Length Vision?

TOUCHDOWN 9,326 5,625 108.0

3Navigation 9,326 4,999 89.6

SDR 25,575 3,419 29.7

R2R [2] 21,567 3,156 29.3 3

SAIL [21] 706 563 36.7 7

LANI [25] 5,487 2,292 61.9 7

Table 2. Data statistics of TOUCHDOWN, compared to related cor-

pora. For TOUCHDOWN, we report statistics for the complete task,

navigation only, and SDR only. Vocabulary size and text length are

computed on the combined training and development sets. SAIL

and LANI statistics are computed using paragraph data.

0 50 100 150 200
0
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15

20

25

30

35

40

45

Text length

%
o

f
ex

am
p

le
s SAIL (paragraphs)

LANI (paragraphs)

R2R

TOUCHDOWN (SDR)

TOUCHDOWN (navigation)

Figure 5. Text lengths in TOUCHDOWN and related corpora.

correctly navigating and finding Touchdown for a prede-

fined set of instructions. We consider workers that succeed

in three out of the four tasks as qualified. The other three

tasks do not require qualification. Table 1 shows how many

workers participated in each task.

Payment and Incentive Structure The base pay for in-

struction writing is $0.60. For target propagation, valida-

tion, and segmentation we paid $0.15, $0.25, and $0.12.

We incentivize the instruction writers and followers with a

bonus system. For each instruction that passes validation,

we give the writer a bonus of $0.25 and the follower a bonus

of $0.10. Both sides have an interest in completing the task

correctly. The size of the graph makes it difficult, and even

impossible, for the follower to complete the task and get the

bonus if the instructions are wrong.

5. Data Statistics and Analysis

Workers completed 11,019 instruction-writing tasks, and

12,664 validation tasks. 89.1% examples were correctly

validated, 80.1% on the first attempt and 9.0% on the sec-

ond.4 While we allowed five attempts at finding Touchdown

during validation tasks, 64% of the tasks required a single

attempt. The value of additional attempts decayed quickly:

only 1.4% of the tasks were only successful after five at-

tempts. For the full task and navigation-only, TOUCH-

DOWN includes 9,326 examples with 6,526 in the training

set, 1,391 in the development set, and 1,409 in the test set.

For the SDR task, TOUCHDOWN includes 9,326 unique de-

scriptions and 25,575 examples with 17,880 for training,

3,836 for development, and 3,859 for testing. We use our

4Several paths were discarded due to updates in Street View data.
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initial paths as gold-standard demonstrations, and the place-

ment of Touchdown by the original writer as the reference

location. Table 2 shows basic data statistics. The mean in-

struction length is 108.0 tokens. The average overlap be-

tween navigation and SDR is 11.4 tokens. Figure 5 shows

the distribution of text lengths. Overall, TOUCHDOWN con-

tains a larger vocabulary and longer navigation instructions

than related corpora. The paths in TOUCHDOWN are longer

than in R2R [2], on average 35.2 panoramas compared to

6.0. SDR segments have a mean length of 29.8 tokens,

longer than in common referring expression datasets; Refer-

ItGame [16] expressions 4.4 tokens on average and Google

RefExp [22] expressions are 8.5.

We perform qualitative linguistic analysis of TOUCH-

DOWN to understand the type of reasoning required to solve

the navigation and SDR tasks. We identify a set of phe-

nomena, and randomly sample 25 examples from the devel-

opment set, annotating each with the number of times each

phenomenon occurs in the text. Table 3 shows results com-

paring TOUCHDOWN with R2R.5 Sentences in TOUCH-

DOWN refer to many more unique, observable entities (10.7
vs 3.7), and almost all examples in TOUCHDOWN include

coreference to a previously-mentioned entity. More exam-

ples in TOUCHDOWN require reasoning about counts, se-

quences, comparisons, and spatial relationships of objects.

Correct execution in TOUCHDOWN requires taking actions

only when certain conditions are met, and ensuring that the

agent’s observations match a described scene, while this is

rarely required in R2R. Our data is rich in spatial reasoning.

We distinguish two types: between multiple objects (allo-

centric) and between the agent and its environment (ego-

centric). We find that navigation segments contain more

egocentric spatial relations than SDR segments, and SDR

segments require more allocentric reasoning. This corre-

sponds to the two tasks: navigation mainly requires moving

the agent relative to its environment, while SDR requires

resolving a point in space relative to other objects.

6. Spatial Reasoning with LINGUNET

We cast the SDR task as a language-conditioned image

reconstruction problem, where we predict a distribution of

the location of Touchdown over the entire observed image.

6.1. Model

We use the LINGUNET architecture [25, 5], which was

originally introduced for goal prediction and planning in in-

struction following. LINGUNET is a language-conditioned

variant of the UNET architecture [29], an image-to-image

encoder-decoder architecture widely used for image seg-

mentation. LINGUNET incorporates language into the im-

age reconstruction phase to fuse the two modalities. We

5See the Supplementary Material for analysis of SAIL and LANI.

Softmax
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LingUNet
<latexit sha1_base64="HGkYrDnU4w9hNJlrLxvHuN2zSds=">AAACLXicbVDLSsNAFJ34rPHRqks3g0VwVRIRdCm4cSFSwarQhDKZ3NbBmUmYuVFLyJe41bVf40IQt/6G09qFVg9cOJxzX5wkl8JiELx5M7Nz8wuLtSV/eWV1rd5Y37i0WWE4dHgmM3OdMAtSaOigQAnXuQGmEglXye3xyL+6A2NFpi9wmEOs2ECLvuAMndRr1COEByxPhR50zgCrXqMZtIIx6F8STkiTTNDurXsLUZrxQoFGLpm13TDIMS6ZQcElVH5UWMgZv2UD6DqqmQIbl+PPK7rjlJT2M+NKIx2rPydKpqwdqsR1KoY3dtobif96qR0tnLqO/cO4FDovEDT/Pt4vJMWMjqKhqTDAUQ4dYdwI9z/lN8wwji5A348MaLjnmVJMp2XEq24Yl2VkFG2GVeW75MLpnP6Sy71WGLTC8/3mUTDJsEa2yDbZJSE5IEfkhLRJh3BSkEfyRJ69F+/Ve/c+vltnvMnMJvkF7/MLg7enQQ==</latexit><latexit sha1_base64="HGkYrDnU4w9hNJlrLxvHuN2zSds=">AAACLXicbVDLSsNAFJ34rPHRqks3g0VwVRIRdCm4cSFSwarQhDKZ3NbBmUmYuVFLyJe41bVf40IQt/6G09qFVg9cOJxzX5wkl8JiELx5M7Nz8wuLtSV/eWV1rd5Y37i0WWE4dHgmM3OdMAtSaOigQAnXuQGmEglXye3xyL+6A2NFpi9wmEOs2ECLvuAMndRr1COEByxPhR50zgCrXqMZtIIx6F8STkiTTNDurXsLUZrxQoFGLpm13TDIMS6ZQcElVH5UWMgZv2UD6DqqmQIbl+PPK7rjlJT2M+NKIx2rPydKpqwdqsR1KoY3dtobif96qR0tnLqO/cO4FDovEDT/Pt4vJMWMjqKhqTDAUQ4dYdwI9z/lN8wwji5A348MaLjnmVJMp2XEq24Yl2VkFG2GVeW75MLpnP6Sy71WGLTC8/3mUTDJsEa2yDbZJSE5IEfkhLRJh3BSkEfyRJ69F+/Ve/c+vltnvMnMJvkF7/MLg7enQQ==</latexit><latexit sha1_base64="HGkYrDnU4w9hNJlrLxvHuN2zSds=">AAACLXicbVDLSsNAFJ34rPHRqks3g0VwVRIRdCm4cSFSwarQhDKZ3NbBmUmYuVFLyJe41bVf40IQt/6G09qFVg9cOJxzX5wkl8JiELx5M7Nz8wuLtSV/eWV1rd5Y37i0WWE4dHgmM3OdMAtSaOigQAnXuQGmEglXye3xyL+6A2NFpi9wmEOs2ECLvuAMndRr1COEByxPhR50zgCrXqMZtIIx6F8STkiTTNDurXsLUZrxQoFGLpm13TDIMS6ZQcElVH5UWMgZv2UD6DqqmQIbl+PPK7rjlJT2M+NKIx2rPydKpqwdqsR1KoY3dtobif96qR0tnLqO/cO4FDovEDT/Pt4vJMWMjqKhqTDAUQ4dYdwI9z/lN8wwji5A348MaLjnmVJMp2XEq24Yl2VkFG2GVeW75MLpnP6Sy71WGLTC8/3mUTDJsEa2yDbZJSE5IEfkhLRJh3BSkEfyRJ69F+/Ve/c+vltnvMnMJvkF7/MLg7enQQ==</latexit><latexit sha1_base64="HGkYrDnU4w9hNJlrLxvHuN2zSds=">AAACLXicbVDLSsNAFJ34rPHRqks3g0VwVRIRdCm4cSFSwarQhDKZ3NbBmUmYuVFLyJe41bVf40IQt/6G09qFVg9cOJxzX5wkl8JiELx5M7Nz8wuLtSV/eWV1rd5Y37i0WWE4dHgmM3OdMAtSaOigQAnXuQGmEglXye3xyL+6A2NFpi9wmEOs2ECLvuAMndRr1COEByxPhR50zgCrXqMZtIIx6F8STkiTTNDurXsLUZrxQoFGLpm13TDIMS6ZQcElVH5UWMgZv2UD6DqqmQIbl+PPK7rjlJT2M+NKIx2rPydKpqwdqsR1KoY3dtobif96qR0tnLqO/cO4FDovEDT/Pt4vJMWMjqKhqTDAUQ4dYdwI9z/lN8wwji5A348MaLjnmVJMp2XEq24Yl2VkFG2GVeW75MLpnP6Sy71WGLTC8/3mUTDJsEa2yDbZJSE5IEfkhLRJh3BSkEfyRJ69F+/Ve/c+vltnvMnMJvkF7/MLg7enQQ==</latexit>

F0
<latexit sha1_base64="KiBQV71N2bL50Jj1uTacUWvCEJQ=">AAACKHicbVBNS8NAFNxUrRq/qh69LAbBU0lE0GNBEI8KVgtNKJvNi126uwm7G6WE/A2vevbXeBOv/hI3NQdtHVgYZt7bN0ycc6aN7386raXllfbq2rq7sbm1vdPZ3bvTWaEo9GnGMzWIiQbOJPQNMxwGuQIiYg738eSi9u8fQWmWyVszzSES5EGylFFirBSGgphxnJaX1cgfdTy/68+AF0nQEA81uB7tOu0wyWghQBrKidbDwM9NVBJlGOVQuWGhISd0Qh5gaKkkAnRUzkJX+MgqCU4zZZ80eKb+3iiJ0HoqYjtZh9TzXi3+6yW6/nDuuknPo5LJvDAg6c/xtODYZLhuBSdMATV8agmhitn8mI6JItTY7lw3VCDhiWZCEJmUIa2GQVSWoRLYC6rKtc0F8z0tkruTbuB3g5tTr+c3Ha6hA3SIjlGAzlAPXaFr1EcU5egZvaBX5815dz6cz5/RltPs7KM/cL6+AejfpW4=</latexit><latexit sha1_base64="KiBQV71N2bL50Jj1uTacUWvCEJQ=">AAACKHicbVBNS8NAFNxUrRq/qh69LAbBU0lE0GNBEI8KVgtNKJvNi126uwm7G6WE/A2vevbXeBOv/hI3NQdtHVgYZt7bN0ycc6aN7386raXllfbq2rq7sbm1vdPZ3bvTWaEo9GnGMzWIiQbOJPQNMxwGuQIiYg738eSi9u8fQWmWyVszzSES5EGylFFirBSGgphxnJaX1cgfdTy/68+AF0nQEA81uB7tOu0wyWghQBrKidbDwM9NVBJlGOVQuWGhISd0Qh5gaKkkAnRUzkJX+MgqCU4zZZ80eKb+3iiJ0HoqYjtZh9TzXi3+6yW6/nDuuknPo5LJvDAg6c/xtODYZLhuBSdMATV8agmhitn8mI6JItTY7lw3VCDhiWZCEJmUIa2GQVSWoRLYC6rKtc0F8z0tkruTbuB3g5tTr+c3Ha6hA3SIjlGAzlAPXaFr1EcU5egZvaBX5815dz6cz5/RltPs7KM/cL6+AejfpW4=</latexit><latexit sha1_base64="KiBQV71N2bL50Jj1uTacUWvCEJQ=">AAACKHicbVBNS8NAFNxUrRq/qh69LAbBU0lE0GNBEI8KVgtNKJvNi126uwm7G6WE/A2vevbXeBOv/hI3NQdtHVgYZt7bN0ycc6aN7386raXllfbq2rq7sbm1vdPZ3bvTWaEo9GnGMzWIiQbOJPQNMxwGuQIiYg738eSi9u8fQWmWyVszzSES5EGylFFirBSGgphxnJaX1cgfdTy/68+AF0nQEA81uB7tOu0wyWghQBrKidbDwM9NVBJlGOVQuWGhISd0Qh5gaKkkAnRUzkJX+MgqCU4zZZ80eKb+3iiJ0HoqYjtZh9TzXi3+6yW6/nDuuknPo5LJvDAg6c/xtODYZLhuBSdMATV8agmhitn8mI6JItTY7lw3VCDhiWZCEJmUIa2GQVSWoRLYC6rKtc0F8z0tkruTbuB3g5tTr+c3Ha6hA3SIjlGAzlAPXaFr1EcU5egZvaBX5815dz6cz5/RltPs7KM/cL6+AejfpW4=</latexit><latexit sha1_base64="KiBQV71N2bL50Jj1uTacUWvCEJQ=">AAACKHicbVBNS8NAFNxUrRq/qh69LAbBU0lE0GNBEI8KVgtNKJvNi126uwm7G6WE/A2vevbXeBOv/hI3NQdtHVgYZt7bN0ycc6aN7386raXllfbq2rq7sbm1vdPZ3bvTWaEo9GnGMzWIiQbOJPQNMxwGuQIiYg738eSi9u8fQWmWyVszzSES5EGylFFirBSGgphxnJaX1cgfdTy/68+AF0nQEA81uB7tOu0wyWghQBrKidbDwM9NVBJlGOVQuWGhISd0Qh5gaKkkAnRUzkJX+MgqCU4zZZ80eKb+3iiJ0HoqYjtZh9TzXi3+6yW6/nDuuknPo5LJvDAg6c/xtODYZLhuBSdMATV8agmhitn8mI6JItTY7lw3VCDhiWZCEJmUIa2GQVSWoRLYC6rKtc0F8z0tkruTbuB3g5tTr+c3Ha6hA3SIjlGAzlAPXaFr1EcU5egZvaBX5815dz6cz5/RltPs7KM/cL6+AejfpW4=</latexit>

F1
<latexit sha1_base64="2Vd1vjq33ijDmGTKLVf1EeNdRoE=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQE8ahgq9BdSjb71oYm2SXJKmXZv+FVz/4ab9Krv8Rs24NWBwLDzHt5w8S54MYGwcRrLC2vNFdba/76xubW9s7uXs9khWbQZZnI9ENMDQiuoGu5FfCQa6AyFnAfjy5r//4JtOGZurPjHCJJHxVPOaPWSWEoqR3GaXlVDchgpx10ginwX0LmpI3muBnses0wyVghQVkmqDF9EuQ2Kqm2nAmo/LAwkFM2oo/Qd1RRCSYqp6ErfOSUBKeZdk9ZPFV/bpRUGjOWsZusQ5pFrxb/9RJTf7hw3abnUclVXlhQbHY8LQS2Ga5bwQnXwKwYO0KZ5i4/ZkOqKbOuO98PNSh4ZpmUVCVlyKo+icoy1BK3SVX5rjmy2NNf0jvpkKBDbk/bF8G8wxY6QIfoGBF0hi7QNbpBXcRQjl7QK3rz3r0P79ObzEYb3nxnH/2C9/UN6pilbw==</latexit><latexit sha1_base64="2Vd1vjq33ijDmGTKLVf1EeNdRoE=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQE8ahgq9BdSjb71oYm2SXJKmXZv+FVz/4ab9Krv8Rs24NWBwLDzHt5w8S54MYGwcRrLC2vNFdba/76xubW9s7uXs9khWbQZZnI9ENMDQiuoGu5FfCQa6AyFnAfjy5r//4JtOGZurPjHCJJHxVPOaPWSWEoqR3GaXlVDchgpx10ginwX0LmpI3muBnses0wyVghQVkmqDF9EuQ2Kqm2nAmo/LAwkFM2oo/Qd1RRCSYqp6ErfOSUBKeZdk9ZPFV/bpRUGjOWsZusQ5pFrxb/9RJTf7hw3abnUclVXlhQbHY8LQS2Ga5bwQnXwKwYO0KZ5i4/ZkOqKbOuO98PNSh4ZpmUVCVlyKo+icoy1BK3SVX5rjmy2NNf0jvpkKBDbk/bF8G8wxY6QIfoGBF0hi7QNbpBXcRQjl7QK3rz3r0P79ObzEYb3nxnH/2C9/UN6pilbw==</latexit><latexit sha1_base64="2Vd1vjq33ijDmGTKLVf1EeNdRoE=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQE8ahgq9BdSjb71oYm2SXJKmXZv+FVz/4ab9Krv8Rs24NWBwLDzHt5w8S54MYGwcRrLC2vNFdba/76xubW9s7uXs9khWbQZZnI9ENMDQiuoGu5FfCQa6AyFnAfjy5r//4JtOGZurPjHCJJHxVPOaPWSWEoqR3GaXlVDchgpx10ginwX0LmpI3muBnses0wyVghQVkmqDF9EuQ2Kqm2nAmo/LAwkFM2oo/Qd1RRCSYqp6ErfOSUBKeZdk9ZPFV/bpRUGjOWsZusQ5pFrxb/9RJTf7hw3abnUclVXlhQbHY8LQS2Ga5bwQnXwKwYO0KZ5i4/ZkOqKbOuO98PNSh4ZpmUVCVlyKo+icoy1BK3SVX5rjmy2NNf0jvpkKBDbk/bF8G8wxY6QIfoGBF0hi7QNbpBXcRQjl7QK3rz3r0P79ObzEYb3nxnH/2C9/UN6pilbw==</latexit><latexit sha1_base64="2Vd1vjq33ijDmGTKLVf1EeNdRoE=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQE8ahgq9BdSjb71oYm2SXJKmXZv+FVz/4ab9Krv8Rs24NWBwLDzHt5w8S54MYGwcRrLC2vNFdba/76xubW9s7uXs9khWbQZZnI9ENMDQiuoGu5FfCQa6AyFnAfjy5r//4JtOGZurPjHCJJHxVPOaPWSWEoqR3GaXlVDchgpx10ginwX0LmpI3muBnses0wyVghQVkmqDF9EuQ2Kqm2nAmo/LAwkFM2oo/Qd1RRCSYqp6ErfOSUBKeZdk9ZPFV/bpRUGjOWsZusQ5pFrxb/9RJTf7hw3abnUclVXlhQbHY8LQS2Ga5bwQnXwKwYO0KZ5i4/ZkOqKbOuO98PNSh4ZpmUVCVlyKo+icoy1BK3SVX5rjmy2NNf0jvpkKBDbk/bF8G8wxY6QIfoGBF0hi7QNbpBXcRQjl7QK3rz3r0P79ObzEYb3nxnH/2C9/UN6pilbw==</latexit>

F2
<latexit sha1_base64="urS1ZYYaAQtBZF50Q4d4YBHBNTI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeiwI4lHB1kITymbzoou7m7C7UUrI3/CqZ3+NN+nVX+KmzUFbBxaGmff2DRPnnGnj+xNnaXlldW29teFubm3v7Lb39vs6KxSFHs14pgYx0cCZhJ5hhsMgV0BEzOE+frqs/ftnUJpl8s6Mc4gEeZAsZZQYK4WhIOYxTsuranQ6ant+x58CL5KgIR5qcDPac9bCJKOFAGkoJ1oPAz83UUmUYZRD5YaFhpzQJ/IAQ0slEaCjchq6wsdWSXCaKfukwVP190ZJhNZjEdvJOqSe92rxXy/R9Ydz1016EZVM5oUBSWfH04Jjk+G6FZwwBdTwsSWEKmbzY/pIFKHGdue6oQIJLzQTgsikDGk1DKKyDJXAXlBVrm0umO9pkfRPO4HfCW7PvK7fdNhCh+gInaAAnaMuukY3qIcoytErekPvzofz6Xw5k9noktPsHKA/cL5/AOxRpXA=</latexit><latexit sha1_base64="urS1ZYYaAQtBZF50Q4d4YBHBNTI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeiwI4lHB1kITymbzoou7m7C7UUrI3/CqZ3+NN+nVX+KmzUFbBxaGmff2DRPnnGnj+xNnaXlldW29teFubm3v7Lb39vs6KxSFHs14pgYx0cCZhJ5hhsMgV0BEzOE+frqs/ftnUJpl8s6Mc4gEeZAsZZQYK4WhIOYxTsuranQ6ant+x58CL5KgIR5qcDPac9bCJKOFAGkoJ1oPAz83UUmUYZRD5YaFhpzQJ/IAQ0slEaCjchq6wsdWSXCaKfukwVP190ZJhNZjEdvJOqSe92rxXy/R9Ydz1016EZVM5oUBSWfH04Jjk+G6FZwwBdTwsSWEKmbzY/pIFKHGdue6oQIJLzQTgsikDGk1DKKyDJXAXlBVrm0umO9pkfRPO4HfCW7PvK7fdNhCh+gInaAAnaMuukY3qIcoytErekPvzofz6Xw5k9noktPsHKA/cL5/AOxRpXA=</latexit><latexit sha1_base64="urS1ZYYaAQtBZF50Q4d4YBHBNTI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeiwI4lHB1kITymbzoou7m7C7UUrI3/CqZ3+NN+nVX+KmzUFbBxaGmff2DRPnnGnj+xNnaXlldW29teFubm3v7Lb39vs6KxSFHs14pgYx0cCZhJ5hhsMgV0BEzOE+frqs/ftnUJpl8s6Mc4gEeZAsZZQYK4WhIOYxTsuranQ6ant+x58CL5KgIR5qcDPac9bCJKOFAGkoJ1oPAz83UUmUYZRD5YaFhpzQJ/IAQ0slEaCjchq6wsdWSXCaKfukwVP190ZJhNZjEdvJOqSe92rxXy/R9Ydz1016EZVM5oUBSWfH04Jjk+G6FZwwBdTwsSWEKmbzY/pIFKHGdue6oQIJLzQTgsikDGk1DKKyDJXAXlBVrm0umO9pkfRPO4HfCW7PvK7fdNhCh+gInaAAnaMuukY3qIcoytErekPvzofz6Xw5k9noktPsHKA/cL5/AOxRpXA=</latexit><latexit sha1_base64="urS1ZYYaAQtBZF50Q4d4YBHBNTI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeiwI4lHB1kITymbzoou7m7C7UUrI3/CqZ3+NN+nVX+KmzUFbBxaGmff2DRPnnGnj+xNnaXlldW29teFubm3v7Lb39vs6KxSFHs14pgYx0cCZhJ5hhsMgV0BEzOE+frqs/ftnUJpl8s6Mc4gEeZAsZZQYK4WhIOYxTsuranQ6ant+x58CL5KgIR5qcDPac9bCJKOFAGkoJ1oPAz83UUmUYZRD5YaFhpzQJ/IAQ0slEaCjchq6wsdWSXCaKfukwVP190ZJhNZjEdvJOqSe92rxXy/R9Ydz1016EZVM5oUBSWfH04Jjk+G6FZwwBdTwsSWEKmbzY/pIFKHGdue6oQIJLzQTgsikDGk1DKKyDJXAXlBVrm0umO9pkfRPO4HfCW7PvK7fdNhCh+gInaAAnaMuukY3qIcoytErekPvzofz6Xw5k9noktPsHKA/cL5/AOxRpXA=</latexit>

G2
<latexit sha1_base64="/PPwQnSyqTEWTLt+UWBIZkpvYyI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeix40KOCrYUmlM3mRRd3N2F3o5SQv+FVz/4ab9Krv8RNm4O2DiwMM+/tGybOOdPG9yfO0vLK6tp6a8Pd3Nre2W3v7fd1VigKPZrxTA1iooEzCT3DDIdBroCImMN9/HRZ+/fPoDTL5J0Z5xAJ8iBZyigxVgpDQcxjnJZX1eh01Pb8jj8FXiRBQzzU4Ga056yFSUYLAdJQTrQeBn5uopIowyiHyg0LDTmhT+QBhpZKIkBH5TR0hY+tkuA0U/ZJg6fq742SCK3HIraTdUg979Xiv16i6w/nrpv0IiqZzAsDks6OpwXHJsN1KzhhCqjhY0sIVczmx/SRKEKN7c51QwUSXmgmBJFJGdJqGERlGSqBvaCqXNtcMN/TIumfdgK/E9yeeV2/6bCFDtEROkEBOkdddI1uUA9RlKNX9IbenQ/n0/lyJrPRJafZOUB/4Hz/AO4NpXE=</latexit><latexit sha1_base64="/PPwQnSyqTEWTLt+UWBIZkpvYyI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeix40KOCrYUmlM3mRRd3N2F3o5SQv+FVz/4ab9Krv8RNm4O2DiwMM+/tGybOOdPG9yfO0vLK6tp6a8Pd3Nre2W3v7fd1VigKPZrxTA1iooEzCT3DDIdBroCImMN9/HRZ+/fPoDTL5J0Z5xAJ8iBZyigxVgpDQcxjnJZX1eh01Pb8jj8FXiRBQzzU4Ga056yFSUYLAdJQTrQeBn5uopIowyiHyg0LDTmhT+QBhpZKIkBH5TR0hY+tkuA0U/ZJg6fq742SCK3HIraTdUg979Xiv16i6w/nrpv0IiqZzAsDks6OpwXHJsN1KzhhCqjhY0sIVczmx/SRKEKN7c51QwUSXmgmBJFJGdJqGERlGSqBvaCqXNtcMN/TIumfdgK/E9yeeV2/6bCFDtEROkEBOkdddI1uUA9RlKNX9IbenQ/n0/lyJrPRJafZOUB/4Hz/AO4NpXE=</latexit><latexit sha1_base64="/PPwQnSyqTEWTLt+UWBIZkpvYyI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeix40KOCrYUmlM3mRRd3N2F3o5SQv+FVz/4ab9Krv8RNm4O2DiwMM+/tGybOOdPG9yfO0vLK6tp6a8Pd3Nre2W3v7fd1VigKPZrxTA1iooEzCT3DDIdBroCImMN9/HRZ+/fPoDTL5J0Z5xAJ8iBZyigxVgpDQcxjnJZX1eh01Pb8jj8FXiRBQzzU4Ga056yFSUYLAdJQTrQeBn5uopIowyiHyg0LDTmhT+QBhpZKIkBH5TR0hY+tkuA0U/ZJg6fq742SCK3HIraTdUg979Xiv16i6w/nrpv0IiqZzAsDks6OpwXHJsN1KzhhCqjhY0sIVczmx/SRKEKN7c51QwUSXmgmBJFJGdJqGERlGSqBvaCqXNtcMN/TIumfdgK/E9yeeV2/6bCFDtEROkEBOkdddI1uUA9RlKNX9IbenQ/n0/lyJrPRJafZOUB/4Hz/AO4NpXE=</latexit><latexit sha1_base64="/PPwQnSyqTEWTLt+UWBIZkpvYyI=">AAACKHicbVBNS8NAFNz4WeNX1aOXxSB4KokIeix40KOCrYUmlM3mRRd3N2F3o5SQv+FVz/4ab9Krv8RNm4O2DiwMM+/tGybOOdPG9yfO0vLK6tp6a8Pd3Nre2W3v7fd1VigKPZrxTA1iooEzCT3DDIdBroCImMN9/HRZ+/fPoDTL5J0Z5xAJ8iBZyigxVgpDQcxjnJZX1eh01Pb8jj8FXiRBQzzU4Ga056yFSUYLAdJQTrQeBn5uopIowyiHyg0LDTmhT+QBhpZKIkBH5TR0hY+tkuA0U/ZJg6fq742SCK3HIraTdUg979Xiv16i6w/nrpv0IiqZzAsDks6OpwXHJsN1KzhhCqjhY0sIVczmx/SRKEKN7c51QwUSXmgmBJFJGdJqGERlGSqBvaCqXNtcMN/TIumfdgK/E9yeeV2/6bCFDtEROkEBOkdddI1uUA9RlKNX9IbenQ/n0/lyJrPRJafZOUB/4Hz/AO4NpXE=</latexit>

G1
<latexit sha1_base64="ai7/g5L8UPDbtaX/LT59oJdWTv4=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQ86FHBVqG7lGz2rQ1NskuSVcqyf8Ornv013qRXf4nZtgetDgSGmffyholzwY0NgonXWFpeaa621vz1jc2t7Z3dvZ7JCs2gyzKR6YeYGhBcQddyK+Ah10BlLOA+Hl3W/v0TaMMzdWfHOUSSPiqeckatk8JQUjuM0/KqGpDBTjvoBFPgv4TMSRvNcTPY9ZphkrFCgrJMUGP6JMhtVFJtORNQ+WFhIKdsRB+h76iiEkxUTkNX+MgpCU4z7Z6yeKr+3CipNGYsYzdZhzSLXi3+6yWm/nDhuk3Po5KrvLCg2Ox4WghsM1y3ghOugVkxdoQyzV1+zIZUU2Zdd74falDwzDIpqUrKkFV9EpVlqCVuk6ryXXNksae/pHfSIUGH3J62L4J5hy10gA7RMSLoDF2ga3SDuoihHL2gV/TmvXsf3qc3mY02vPnOPvoF7+sb7FSlcA==</latexit><latexit sha1_base64="ai7/g5L8UPDbtaX/LT59oJdWTv4=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQ86FHBVqG7lGz2rQ1NskuSVcqyf8Ornv013qRXf4nZtgetDgSGmffyholzwY0NgonXWFpeaa621vz1jc2t7Z3dvZ7JCs2gyzKR6YeYGhBcQddyK+Ah10BlLOA+Hl3W/v0TaMMzdWfHOUSSPiqeckatk8JQUjuM0/KqGpDBTjvoBFPgv4TMSRvNcTPY9ZphkrFCgrJMUGP6JMhtVFJtORNQ+WFhIKdsRB+h76iiEkxUTkNX+MgpCU4z7Z6yeKr+3CipNGYsYzdZhzSLXi3+6yWm/nDhuk3Po5KrvLCg2Ox4WghsM1y3ghOugVkxdoQyzV1+zIZUU2Zdd74falDwzDIpqUrKkFV9EpVlqCVuk6ryXXNksae/pHfSIUGH3J62L4J5hy10gA7RMSLoDF2ga3SDuoihHL2gV/TmvXsf3qc3mY02vPnOPvoF7+sb7FSlcA==</latexit><latexit sha1_base64="ai7/g5L8UPDbtaX/LT59oJdWTv4=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQ86FHBVqG7lGz2rQ1NskuSVcqyf8Ornv013qRXf4nZtgetDgSGmffyholzwY0NgonXWFpeaa621vz1jc2t7Z3dvZ7JCs2gyzKR6YeYGhBcQddyK+Ah10BlLOA+Hl3W/v0TaMMzdWfHOUSSPiqeckatk8JQUjuM0/KqGpDBTjvoBFPgv4TMSRvNcTPY9ZphkrFCgrJMUGP6JMhtVFJtORNQ+WFhIKdsRB+h76iiEkxUTkNX+MgpCU4z7Z6yeKr+3CipNGYsYzdZhzSLXi3+6yWm/nDhuk3Po5KrvLCg2Ox4WghsM1y3ghOugVkxdoQyzV1+zIZUU2Zdd74falDwzDIpqUrKkFV9EpVlqCVuk6ryXXNksae/pHfSIUGH3J62L4J5hy10gA7RMSLoDF2ga3SDuoihHL2gV/TmvXsf3qc3mY02vPnOPvoF7+sb7FSlcA==</latexit><latexit sha1_base64="ai7/g5L8UPDbtaX/LT59oJdWTv4=">AAACKHicbVBNSwMxFMxWrXX91qOXYBE8lY0IehQ86FHBVqG7lGz2rQ1NskuSVcqyf8Ornv013qRXf4nZtgetDgSGmffyholzwY0NgonXWFpeaa621vz1jc2t7Z3dvZ7JCs2gyzKR6YeYGhBcQddyK+Ah10BlLOA+Hl3W/v0TaMMzdWfHOUSSPiqeckatk8JQUjuM0/KqGpDBTjvoBFPgv4TMSRvNcTPY9ZphkrFCgrJMUGP6JMhtVFJtORNQ+WFhIKdsRB+h76iiEkxUTkNX+MgpCU4z7Z6yeKr+3CipNGYsYzdZhzSLXi3+6yWm/nDhuk3Po5KrvLCg2Ox4WghsM1y3ghOugVkxdoQyzV1+zIZUU2Zdd74falDwzDIpqUrKkFV9EpVlqCVuk6ryXXNksae/pHfSIUGH3J62L4J5hy10gA7RMSLoDF2ga3SDuoihHL2gV/TmvXsf3qc3mY02vPnOPvoF7+sb7FSlcA==</latexit>

H1
<latexit sha1_base64="bK6Sysyo0zWnL8dtSfOhyhhedfI=">AAACKHicbVBNSwMxFMz67frV6tFLsAieykYEPRa89FjBtkJ3KdnsWw0m2SXJKmXZv+FVz/4ab+LVX2K27UFbBwLDzHt5w8S54MYGwZe3srq2vrG5te3v7O7tHzSahwOTFZpBn2Ui03cxNSC4gr7lVsBdroHKWMAwfryu/eETaMMzdWsnOUSS3iueckatk8JQUvsQp2W3GpNxoxW0gynwMiFz0kJz9MZNbyNMMlZIUJYJasyIBLmNSqotZwIqPywM5JQ90nsYOaqoBBOV09AVPnVKgtNMu6csnqq/N0oqjZnI2E3WIc2iV4v/eompP1y4btOrqOQqLywoNjueFgLbDNet4IRrYFZMHKFMc5cfsweqKbOuO98PNSh4ZpmUVCVlyKoRicoy1BK3SFX5rjmy2NMyGZy3SdAmNxetTjDvcAsdoxN0hgi6RB3URT3URwzl6AW9ojfv3fvwPr2v2eiKN985Qn/gff8A7hClcQ==</latexit><latexit sha1_base64="bK6Sysyo0zWnL8dtSfOhyhhedfI=">AAACKHicbVBNSwMxFMz67frV6tFLsAieykYEPRa89FjBtkJ3KdnsWw0m2SXJKmXZv+FVz/4ab+LVX2K27UFbBwLDzHt5w8S54MYGwZe3srq2vrG5te3v7O7tHzSahwOTFZpBn2Ui03cxNSC4gr7lVsBdroHKWMAwfryu/eETaMMzdWsnOUSS3iueckatk8JQUvsQp2W3GpNxoxW0gynwMiFz0kJz9MZNbyNMMlZIUJYJasyIBLmNSqotZwIqPywM5JQ90nsYOaqoBBOV09AVPnVKgtNMu6csnqq/N0oqjZnI2E3WIc2iV4v/eompP1y4btOrqOQqLywoNjueFgLbDNet4IRrYFZMHKFMc5cfsweqKbOuO98PNSh4ZpmUVCVlyKoRicoy1BK3SFX5rjmy2NMyGZy3SdAmNxetTjDvcAsdoxN0hgi6RB3URT3URwzl6AW9ojfv3fvwPr2v2eiKN985Qn/gff8A7hClcQ==</latexit><latexit sha1_base64="bK6Sysyo0zWnL8dtSfOhyhhedfI=">AAACKHicbVBNSwMxFMz67frV6tFLsAieykYEPRa89FjBtkJ3KdnsWw0m2SXJKmXZv+FVz/4ab+LVX2K27UFbBwLDzHt5w8S54MYGwZe3srq2vrG5te3v7O7tHzSahwOTFZpBn2Ui03cxNSC4gr7lVsBdroHKWMAwfryu/eETaMMzdWsnOUSS3iueckatk8JQUvsQp2W3GpNxoxW0gynwMiFz0kJz9MZNbyNMMlZIUJYJasyIBLmNSqotZwIqPywM5JQ90nsYOaqoBBOV09AVPnVKgtNMu6csnqq/N0oqjZnI2E3WIc2iV4v/eompP1y4btOrqOQqLywoNjueFgLbDNet4IRrYFZMHKFMc5cfsweqKbOuO98PNSh4ZpmUVCVlyKoRicoy1BK3SFX5rjmy2NMyGZy3SdAmNxetTjDvcAsdoxN0hgi6RB3URT3URwzl6AW9ojfv3fvwPr2v2eiKN985Qn/gff8A7hClcQ==</latexit><latexit sha1_base64="bK6Sysyo0zWnL8dtSfOhyhhedfI=">AAACKHicbVBNSwMxFMz67frV6tFLsAieykYEPRa89FjBtkJ3KdnsWw0m2SXJKmXZv+FVz/4ab+LVX2K27UFbBwLDzHt5w8S54MYGwZe3srq2vrG5te3v7O7tHzSahwOTFZpBn2Ui03cxNSC4gr7lVsBdroHKWMAwfryu/eETaMMzdWsnOUSS3iueckatk8JQUvsQp2W3GpNxoxW0gynwMiFz0kJz9MZNbyNMMlZIUJYJasyIBLmNSqotZwIqPywM5JQ90nsYOaqoBBOV09AVPnVKgtNMu6csnqq/N0oqjZnI2E3WIc2iV4v/eompP1y4btOrqOQqLywoNjueFgLbDNet4IRrYFZMHKFMc5cfsweqKbOuO98PNSh4ZpmUVCVlyKoRicoy1BK3SFX5rjmy2NMyGZy3SdAmNxetTjDvcAsdoxN0hgi6RB3URT3URwzl6AW9ojfv3fvwPr2v2eiKN985Qn/gff8A7hClcQ==</latexit>

H2
<latexit sha1_base64="ztWhainNo3WlrYsfCPeut4aputI=">AAACKHicbVBNS8NAFNz4WeNXq0cvi0XwVBIR9Fjw0mMF2wpNKJvNS7u4uwm7G6WE/A2vevbXeJNe/SVu2h60dWBhmHlv3zBRxpk2njdzNja3tnd2a3vu/sHh0XG9cdLXaa4o9GjKU/UYEQ2cSegZZjg8ZgqIiDgMoqe7yh88g9IslQ9mmkEoyFiyhFFirBQEgphJlBSdcnQ1qje9ljcHXif+kjTREt1Rw9kJ4pTmAqShnGg99L3MhAVRhlEOpRvkGjJCn8gYhpZKIkCHxTx0iS+sEuMkVfZJg+fq742CCK2nIrKTVUi96lXiv16sqw9XrpvkNiyYzHIDki6OJznHJsVVKzhmCqjhU0sIVczmx3RCFKHGdue6gQIJLzQVgsi4CGg59MOiCJTATb8sXducv9rTOulftXyv5d9fN9vessMaOkPn6BL56Aa1UQd1UQ9RlKFX9IbenQ/n0/lyZovRDWe5c4r+wPn+Ae/JpXI=</latexit><latexit sha1_base64="ztWhainNo3WlrYsfCPeut4aputI=">AAACKHicbVBNS8NAFNz4WeNXq0cvi0XwVBIR9Fjw0mMF2wpNKJvNS7u4uwm7G6WE/A2vevbXeJNe/SVu2h60dWBhmHlv3zBRxpk2njdzNja3tnd2a3vu/sHh0XG9cdLXaa4o9GjKU/UYEQ2cSegZZjg8ZgqIiDgMoqe7yh88g9IslQ9mmkEoyFiyhFFirBQEgphJlBSdcnQ1qje9ljcHXif+kjTREt1Rw9kJ4pTmAqShnGg99L3MhAVRhlEOpRvkGjJCn8gYhpZKIkCHxTx0iS+sEuMkVfZJg+fq742CCK2nIrKTVUi96lXiv16sqw9XrpvkNiyYzHIDki6OJznHJsVVKzhmCqjhU0sIVczmx3RCFKHGdue6gQIJLzQVgsi4CGg59MOiCJTATb8sXducv9rTOulftXyv5d9fN9vessMaOkPn6BL56Aa1UQd1UQ9RlKFX9IbenQ/n0/lyZovRDWe5c4r+wPn+Ae/JpXI=</latexit><latexit sha1_base64="ztWhainNo3WlrYsfCPeut4aputI=">AAACKHicbVBNS8NAFNz4WeNXq0cvi0XwVBIR9Fjw0mMF2wpNKJvNS7u4uwm7G6WE/A2vevbXeJNe/SVu2h60dWBhmHlv3zBRxpk2njdzNja3tnd2a3vu/sHh0XG9cdLXaa4o9GjKU/UYEQ2cSegZZjg8ZgqIiDgMoqe7yh88g9IslQ9mmkEoyFiyhFFirBQEgphJlBSdcnQ1qje9ljcHXif+kjTREt1Rw9kJ4pTmAqShnGg99L3MhAVRhlEOpRvkGjJCn8gYhpZKIkCHxTx0iS+sEuMkVfZJg+fq742CCK2nIrKTVUi96lXiv16sqw9XrpvkNiyYzHIDki6OJznHJsVVKzhmCqjhU0sIVczmx3RCFKHGdue6gQIJLzQVgsi4CGg59MOiCJTATb8sXducv9rTOulftXyv5d9fN9vessMaOkPn6BL56Aa1UQd1UQ9RlKFX9IbenQ/n0/lyZovRDWe5c4r+wPn+Ae/JpXI=</latexit><latexit sha1_base64="ztWhainNo3WlrYsfCPeut4aputI=">AAACKHicbVBNS8NAFNz4WeNXq0cvi0XwVBIR9Fjw0mMF2wpNKJvNS7u4uwm7G6WE/A2vevbXeJNe/SVu2h60dWBhmHlv3zBRxpk2njdzNja3tnd2a3vu/sHh0XG9cdLXaa4o9GjKU/UYEQ2cSegZZjg8ZgqIiDgMoqe7yh88g9IslQ9mmkEoyFiyhFFirBQEgphJlBSdcnQ1qje9ljcHXif+kjTREt1Rw9kJ4pTmAqShnGg99L3MhAVRhlEOpRvkGjJCn8gYhpZKIkCHxTx0iS+sEuMkVfZJg+fq742CCK2nIrKTVUi96lXiv16sqw9XrpvkNiyYzHIDki6OJznHJsVVKzhmCqjhU0sIVczmx3RCFKHGdue6gQIJLzQVgsi4CGg59MOiCJTATb8sXducv9rTOulftXyv5d9fN9vessMaOkPn6BL56Aa1UQd1UQ9RlKFX9IbenQ/n0/lyZovRDWe5c4r+wPn+Ae/JpXI=</latexit>

Panorama I

Gold Distribution Ig

Predicted Distribution PRepresentation u

the bike is resting on.

Instruction Tokens x̄S

BiLSTM

KL Divergence Loss

K1 K2

...Touchdown is on top the pillar

MLP

Figure 6. LingUNet architecture with two layers (m = 2).

modify the architecture to predict a probability distribution

over the input panorama image.

We process the description text tokens x̄s =
hx1, x2, . . . , xli using a bi-directional Long Short-term

Memory (LSTM) recurrent neural network to generate

l hidden states. The forward computation is h
f
i =

BiLSTM(ϕ(xi), h
f
i�1), i = 1, . . . , l, where ϕ is a learned

word embedding function. We compute the backward hid-

den states hb
i similarly. The text representation is an aver-

age of the concatenated hidden states x = 1
l

Pl

i=1[h
f
i ;h

b
i ].

We map the RGB panorama I to a feature representation F0

with a pre-trained RESNET18 [14].

LINGUNET performs m levels of convolution and de-

convolution operations. We generate a sequence of feature

maps Fk = CNNk(Fk�1), k = 1, . . . ,m with learned con-

volutional layers CNNk. We slice the text representation

x to m equal-sized slices, and reshape each with a linear

projection to a 1 ⇥ 1 filter Kk. We convolve each feature

map Fk with Kk to obtain a text-conditioned feature map

Gk = CONV(Kk,Fk). We use m deconvolution operations

to generate feature maps of increasing size to create H1:

Hk =

(

DECONVk([Hk+1;Gk]), if k = 1, . . . ,m− 1

DECONVk(Gk), if k = m .

We compute a single value for each pixel by projecting the

channel vector for each pixel using a single-layer perceptron

with a ReLU non-linearity. Finally, we compute a proba-

bility distribution over the feature map using a SOFTMAX.

The predicted location is the mode of the distribution.

6.2. Experimental Setup

The evaluation metrics are described in Section 3.2 and

the data in Section 5.

Learning We use supervised learning. The gold label is a

Gaussian smoothed distribution. The coordinate of the max-

imal value of the distribution is the exact coordinate where

Touchdown is placed. We minimize the KL-divergence be-

tween the Gaussian and the predicted distribution.

Systems We evaluate three non-learning baselines: (a)

RANDOM: predict a pixel at random; (b) CENTER: predict
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Phenomenon
R2R

TOUCHDOWN

Example from TOUCHDOWNOverall Navigation SDR

c µ c µ c µ c µ

Reference to
25 3.7 25 10.7 25 9.2 25 3.2 . . . You’ll pass three trashcans on your left . . .

unique entity

Coreference 8 0.5 22 2.4 15 1.1 22 1.5 . . . a brownish colored brick building with a black fence around it. . .

Comparison 1 0.0 6 0.3 3 0.1 5 0.2 . . . The bear is in the middle of the closest tire.

Sequencing 4 0.2 22 1.9 21 1.6 9 0.4 . . . Turn left at the next intersection . . .

Count 4 0.2 11 0.5 9 0.4 8 0.3 . . . there are two tiny green signs you can see in the distance . . .

Allocentric
5 0.2 25 2.9 17 1.2 25 2.2 . . . There is a fire hydrant, the bear is on top

spatial relation

Egocentric
20 1.2 25 4.0 23 3.6 19 1.1 . . . up ahead there is some flag poles on your right hand side. . .

spatial relation

Imperative 25 4.0 25 5.3 25 5.2 4 0.2 . . . Enter the next intersection and stop . . .

Direction 22 2.8 24 3.7 24 3.7 1 0.0 . . . Turn left. Continue forward . . .

Temporal condition 7 0.4 21 1.9 21 1.9 2 0.1 . . . Follow the road until you see a school on your right. . .

State verification 2 0.1 21 1.8 18 1.5 16 0.8 . . . You should see a small bridge ahead . . .

Table 3. Linguistic analysis of 25 randomly sampled development examples in TOUCHDOWN and R2R. We annotate each example for

the presence and count of each phenomenon. We distinguish statistics for the entire text, navigation, and SDR segments in TOUCHDOWN.

c is the number of instructions out of the 25 containing at least one example of the phenomenon; µ is the mean number of times each

phenomenon appears in each of the 25 instructions.

the center pixel; (c) AVERAGE: predict the average pixel,

computed over the training set. In addition to a two-level

LINGUNET (m = 2), we evaluate three learning baselines:

CONCAT, CONCATCONV, and TEXT2CONV. The first two

compute a RESNET18 feature map representation of the im-

age and then fuse it with the text representation to compute

pixel probabilities. The third uses the text to compute ker-

nels to convolve over the RESNET18 image representation.

The Supplementary Material provides further details.

6.3. Results

Table 4 shows development and test results. The low per-

formance of the non-learning baselines illustrates the chal-

lenge of the task. We also experiment with a UNET archi-

tecture that is similar to our LINGUNET but has no access to

the language. This result illustrates that visual biases exist

in the data, but only enable relatively low performance. All

the learning systems outperform the non-learning baselines

and the UNET, with LINGUNET performing best.

Figure 7 shows pixel-level predictions using LIN-

GUNET. The distribution prediction is visualized as a

heatmap overlaid on the image. LINGUNET often success-

fully solves descriptions anchored in objects that are unique

in the image, such the fire hydrant at the top image. The

lower example is more challenging. While the model cor-

rectly reasons that Touchdown is on a light just above the

doorway, it fails to find the exact door. Instead, the prob-

ability distribution is shared between multiple similar loca-

tions, the space above three other doors in the image.

7. Navigation Baselines

7.1. Methods and Setup

We evaluate three non-learning baselines: (a) STOP:

agent stops immediately; (b) RANDOM: Agent samples

Method A/C@40px A/C@80px A/C@120px Dist

Development Results

RANDOM 0.18 / 0.00 0.59 / 0.00 1.28 / 0.00 1185

CENTER 0.55 / 0.07 1.62 / 0.07 3.26 / 0.36 777

AVERAGE 1.88 / 0.07 4.22 / 0.29 7.14 / 0.79 762

UNET 10.86 / 2.69 13.94 / 3.31 16.69 / 3.91 957

CONCAT 13.70 / 3.22 17.85 / 4.46 21.16 / 5.47 917

CONCATCONV 13.56 / 3.24 18.00 / 4.58 21.42 / 5.71 918

TEXT2CONV 24.03 / 7.60 29.36 / 10.02 32.60 / 11.42 783

LINGUNET 24.81 / 7.73 32.83 / 13.00 36.44 / 15.01 729

Test Results

RANDOM 0.21 / 0.00 0.78 / 0.00 1.89 / 0.00 1179

CENTER 0.31 / 0.00 1.61 / 0.21 3.93 / 0.57 759

AVERAGE 2.43 / 0.07 5.21 / 0.57 7.96 / 1.06 744

TEXT2CONV 24.82 / 8.21 30.40 / 11.73 34.13 / 13.32 747

LINGUNET 26.11 / 8.80 34.59 / 14.57 37.81 / 16.11 708

Table 4. Development and test results on the SDR task. We report

accuracy/consistency (A/C) with different thresholds (40, 80, and

120) and mean distance error.

non-stop actions uniformly until reaching the action hori-

zon; and (c) FREQUENT: agent always takes the most

frequent action in the training set (FORWARD). We also

evaluate two recent navigation models: (a) GA: gated-

attention [6]; and (b) RCONCAT: a recently introduced

model for landmark-based navigation in an environment

that uses Street View images [24]. We represent the input

images with RESNET18 features similar to the SDR task.

We use asynchronous training using multiple clients

to generate rollouts on different partitions of the training

data. We compute the gradients and updates using HOG-

WILD! [27] and ADAM learning rates [17]. We use super-

vised learning by maximizing the log-likelihood of actions

in the reference demonstrations.

The details of the models, learning, and hyperparameters

are provided in the Supplementary Material.
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there will be a white/grey van parked on the right side of the road, and right behind the van on the walkway, there is a

black fire hydrant with silver top, the touchdown is on the silver part of the fire hydrant.

a black doorway with red brick to the right of it, and green brick to the left of it. it has a light just above the doorway,

and on that light is where you will find touchdown.

Figure 7. SDR pixel-level predictions with LINGUNET. Red-overlaid pixels indicate the Gaussian smoothed target location. Bright green

overlay indicates the model’s predicted probability distribution over pixels.

7.2. Results

Table 7 shows development and test results for our three

valuation metrics (Section 3.1). The STOP, FREQUENT and

RANDOM illustrate the complexity of the task. The learned

baselines perform better. We observe that RCONCAT out-

performs GA across all three metrics. In general though,

the performance illustrates the challenge of the task.

8. Complete Task Performance

We use a simple pipeline combination of the best mod-

els of the SDR and navigation tasks to complete the full

task. Task completion is measured as finding Touchdown.

We observe an accuracy of 4.5% for a threshold of 80px.

In contrast, human performance is significantly higher. We

estimate human performance using our annotation statis-

tics [32]. To avoid spam and impossible examples, we con-

sider only examples that were successfully validated. We

then measure the performance of workers that completed

over 30 tasks for these valid examples. This includes 55
workers. Because some examples required multiple tries to

validate this set includes tasks that workers failed to execute

but were later validated. The mean performance across this

set of workers using the set of valid tasks is 92% accuracy.

9. Data Distribution and Licensing

We release the environment graph as panorama IDs and

edges, scripts to download the RGB panoramas using the

Google API, the collected data, and our code at touch-

down.ai. These parts of the data are released with a CC-

BY 4.0 license. Retention of downloaded panoramas should

follow Google’s policies. We also release RESNET18 im-

age features of the RGB panoramas through a request form.

The complete license is available with the data.

Method TC SPD SED

Development Results

STOP 0.0 26.7 0.0

FREQUENT 0.1 52.3 0.001

RANDOM 0.2 26.8 0.001

GA 7.9 21.5 0.077

RCONCAT 9.8 19.1 0.094

Test Results

STOP 0.0 27.0 0.0

FREQUENT 0.0 53.1 0.0

RANDOM 0.2 26.9 0.001

GA 5.5 21.3 0.054

RCONCAT 10.7 19.5 0.104

Table 5. Development and test navigation results.

10. Conclusion

We introduce TOUCHDOWN, a dataset for natural lan-

guage navigation and spatial reasoning using real-life vi-

sual observations. We define two tasks that require address-

ing a diverse set of reasoning and learning challenges. Our

linguistically-driven analysis shows the data presents com-

plex spatial reasoning challenges. This illustrates the bene-

fit of using visual input that reflects the type of observations

people see in their daily life, and demonstrates the effective-

ness of our goal-driven data collection process.
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