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Abstract

The depth resolution of a continuous-wave time-of-flight (CW-ToF) imaging system is determined by its coding functions. Recently, there has been growing interest in the design of new high-performance CW-ToF coding functions. However, these functions are typically designed in a hardware-agnostic manner; i.e., without considering the practical device limitations, such as bandwidth, source power, digital (binary) function generation. Therefore, despite theoretical improvements, practical implementation of these functions remains a challenge. We present a constrained optimization approach for designing practical coding functions that adhere to hardware constraints. The optimization problem is non-convex with a large search space and no known globally optimal solutions. To make the problem tractable, we design an iterative, alternating least-squares algorithm, along with convex relaxation of the constraints. Using this approach, we design high-performance coding functions that can be implemented on existing hardware with minimal modifications. We demonstrate the performance benefits of the resulting functions via extensive simulations and a hardware prototype.

1. Introduction

Time-of-Flight (ToF) cameras are fast becoming the preferred depth sensing technology in several applications, including autonomous navigation, augmented reality and user interfaces. Broadly, ToF cameras can be categorized in two ways: Impulse ToF (I-ToF), and continuous-wave ToF (CW-ToF). I-ToF systems estimate depths by emitting a high-powered laser pulse and measuring its time-of-flight using a high-speed detector. Typical I-ToF systems (e.g. LiDAR) need high-cost components such as high-speed lasers and sensors. In contrast, CW-ToF cameras are low-power and low-cost (e.g. Kinect), and estimate depths by modulating the light intensity and decoding the reflected signal.

Current CW-ToF cameras have limited depth resolution, especially in low signal-to-noise ratio (SNR) scenarios. While the resolution can be increased using high-powered light sources and longer exposure times, this is not always possible. Given a fixed energy and exposure time budget, the depth resolution of a CW-ToF system depends on the coding functions (i.e. light modulation and sensor demodulation functions). Most existing CW-ToF systems use sinusoid [22] or square [12, 24] functions, which, although easy to implement, have low depth resolution.

Recently, there has been growing interest in designing high-performance CW-ToF codes [1, 15, 27], albeit in a hardware agnostic setting. These works propose novel coding functions, which, although theoretically interesting, do not adhere to practical constraints imposed by current devices. For example, these coding functions [15, 1] require impulse modulation with infinite peak power and bandwidth, and continuous, analog demodulation functions. In practice, the space of physically realizable coding functions is highly constrained. Specifically, although high-cost lasers can emit ultra-short pulses with large peak power, most light sources employed in CW-ToF cameras (e.g., laser diodes, LEDs) have finite peak power. Furthermore, most components of the system have a limited bandwidth. Additionally, most CW-ToF systems use digital square/binary functions for light modulation and sensor demodulation, and may need considerable hardware modifications to support arbitrary continuous functions. Finally, binary functions are also preferred because of their applicability to 2-bucket sensors used in commercial CW-ToF cameras [29].

This leads to a trade-off in CW-ToF code design: Conventional coding schemes, such as sinusoid and square, adhere to practical constraints, but have low performance. On the other hand, recent schemes promise higher performance, but, may not be physically realizable on current hardware. In this paper, we consider the following question: Can we design CW-ToF coding functions that adhere to hardware constraints, and yet, achieve high performance in a broad range of imaging scenarios? We consider three important constraints: Limited peak source power, limited bandwidth, and binary coding functions. 1

To address this question, we pose the practical CW-ToF code design as a constrained optimization problem. This is challenging due to the large space of coding functions and the non-convex constraints. In order to keep the problem tractable, we consider pre-designed correlation functions, which are factorized into physically realizable modulation and demodulation functions. While this reduces the

1Binary functions, theoretically, have infinite bandwidth. We consider both binary and bandwidth constraints simultaneously by assuming that the bandwidth constraints are applied while being passed through the imaging system, after the binary coding functions are generated.
search space, factorizing a given correlation function into modulation and demodulation function is ill-posed. To perform this factorization, we use an iterative optimization approach, similar to blind deconvolution [2, 21], where at each iteration a convex sub-problem is solved. This approach, along with convex relaxations of constraints, enables optimizing over the space of practical coding functions.

The proposed approach is flexible: given a hardware implementation, it computes high-performance coding functions that adhere to the corresponding constraints and are physically realizable. We demonstrate, via extensive simulations and hardware experiments, that the performance of the proposed coding functions, although lower than theoretical (but impractical) coding functions [15], is considerably higher than conventional approaches, such as sinusoid and square coding. We also demonstrate how to adapt the resulting practical codes for a 2-bucket architecture. The proposed approach provides a framework for designing practical ToF coding functions under a wide range of constraints, from weak to strong constraints, such as severely limited bandwidth and peak power, and enable 3D imaging in challenging imaging scenarios (e.g. outdoors, low-power).

2. Related Work

Code design for CW-ToF: Many coding designs have been proposed to address issues in CW-ToF imaging, such as, mitigating multi-camera interference [4, 29], multi-path interference [20, 14] and non-linearities caused by aliased harmonics [25, 24]. Furthermore, CW-ToF code design has also been used for transient imaging [20] and illumination demultiplexing [19]. There has been little work on designing coding schemes that achieve higher depth resolution. Payne et al. [26] proposed multi-frequency sinusoid functions to simultaneously achieve large depth range and high depth precision. This approach requires phase unwrapping and is prone to large errors in low SNR scenarios. The focus of this paper is on designing practical coding schemes that achieve high depth resolution, even in low SNR scenarios.

Code design for structured light: Code design for improved depth resolution has been explored in other active vision systems, in particular structured light (SL) [18, 23, 13]. Despite theoretical similarities between SL (spatial coding) and CW-ToF (temporal coding), there are crucial differences in their practical hardware limitations. For instance, typical SL systems can implement arbitrary continuous patterns [5] limited only by the spatial resolution of the system. In contrast, CW-ToF systems are limited to sinusoidal and square functions, with strong bandwidth constraints (< 200 MHz) which severely limits the achievable depth resolution.

3. Background: Image Formation Model

We begin by reviewing the CW-ToF image formation model [22, 16, 15]. A CW-ToF imaging system (Figure 1) consists of a light source whose intensity is modulated over time according to a modulation function \(M(t)\). Assuming no indirect illumination, the radiance \(R(t)\) incident on a sensor pixel at time \(t\) is given as:

\[
R(t) = s M \left( t - \frac{2d}{c} \right) + A ,
\]

where \(d\) is the distance of the scene point from the sensor, \(c\) is the speed of light, and \(s\) is a scene dependent scale factor which depends on the scene point’s albedo, shading and intensity fall-off. \(A\) is the ambient illumination due to external light sources (e.g., sunlight in outdoor scenarios).

The incident radiance \(R(t)\) is correlated with a demodulation function at the sensor, \(D(t)\), where \(0 \leq D(t) \leq 1\). The demodulation function can be implemented through photonic mixer devices [22], or fast optical shutters [5]. We assume both \(M(t)\) and \(D(t)\) to be periodic functions with the same fundamental frequency \(f_0\) (homodyne CW-ToF).

The intensity \(I\) measured at the pixel is given by the temporal correlation of \(R(t)\) and \(D(t)\):

\[
I = \int_0^T D(t) R(t) \, dt ,
\]

where \(T\) is the sensor exposure time. We define \(\chi(d)\) as the normalized cross-correlation between \(M(t)\) and \(D(t)\):

\[
\chi(d) = (D \ast \bar{M})(d) = \int_0^T D(t)\bar{M} \left( t - \frac{2d}{c} \right) \, dt ,
\]

where \(\tau\) is the period of \(M(t)\) and \(D(t)\), \(E_\tau = \int_0^\tau M(t)dt\), is the total energy emitted by the light source within a period \(\tau\), and \(\bar{M}(t) = \frac{M(t)}{E_\tau}\) is the normalized modulation function.

\(^{2}\)2-bucket ToF sensors [22] emulate negative, zero-mean demodulation functions by taking the difference of two complementary measurements. Since these functions are the difference of two positive demodulation functions, we only consider positive functions in our analysis. In Section 6.4, we show how the proposed binary demodulation functions can be adapted as complementary demodulation pairs that can be used in 2-bucket sensors.
Substituting Eq. 1 into Eq. 2, and simplifying using Eq. 3, we get the following expression for the measured intensity:

$$I = I_s \chi(d) + I_a,$$

where $I_a = A \int_0^T D(t)dt$, $I_s = s P_{ave} T$, and $P_{ave} = E_r / \tau$ is the average power of $M(t)$.

Since there are three unknowns in Eq. 4 (distance $d$, effective albedo $I_s$, and ambient brightness $I_a$), $K \geq 3$ intensity measurements are needed. Each measurement, $I_i$ ($1 \leq i \leq K$), is taken using a different pair of modulation and demodulation functions. The set of $K$ modulation and demodulation functions is called a coding scheme [15].

### 4. Constrained Optimization for Code Design

Designing practical, high-performance coding schemes $(M_i(t), D_i(t)), 1 \leq i \leq K$, can be posed as a constrained optimization problem. Unfortunately, the space of functions can be large, making this a challenging optimization problem to solve. To keep it tractable, we pose practical coding design as a two-stage problem. The performance of a ToF imaging system, in terms of depth precision, can be completely characterized by its correlation functions $\chi_i, 1 \leq i \leq K$ [15]. Thus, the first stage designs the correlation functions, without imposing the hardware constraints. This can be performed following any of the previous coding function design approaches [15, 1, 27]. The second stage factorizes each $\chi_i$ into modulation and demodulation functions. This step is critical, because for a practical implementation we need to determine the modulation and demodulation functions that create a given correlation function. Mathematically, this factorization problem can be expressed as follows:

$$\text{find} \quad (M_i(t), D_i(t)), 1 \leq i \leq K$$

such that

$$\int_0^T \hat{M}_i(t)dt \leq 1, \quad 0 \leq \hat{M}_i(t), \quad 0 \leq D_i(t) \leq 1,$$

Recent coding design works [15, 1] focused only on the first step of designing correlation functions. For the second step, they considered a trivial factorization: an impulse modulation function $M_i(t) = E_r \delta(t)$, and the demodulation function being the same as the normalized correlation function, e.g., a trapezoidal function (see Figure 2). Although theoretically feasible, this decomposition is impractical because of three fundamental hardware constraints:

1. **Limited peak source power**: An impulse modulation function assumes the laser can emit an infinitely short and high powered pulse, as illustrated in Figure 2. Although, high powered pulsed lasers are used in multi-applications [28], they are often expensive, and not appropriate for low-cost CW-ToF systems.

2. **Limited bandwidth**: An ideal impulse function requires infinite bandwidth. Most current CW-ToF cameras are severely constrained by the available bandwidth of the coding functions (typically < 200 MHz.).

3. **Non-binary coding functions**: The trivial decomposition described above leads to arbitrary continuous-valued demodulation functions. Several commercial CW-ToF systems rely on digitally generated signals to modulate $M(t)$ and $D(t)$ [24, 22], and thus, are limited to binary functions. Furthermore, non-binary codes cannot leverage two-bucket ToF sensors that efficiently use source power, thereby improving SNR.

We present a framework that decomposes a correlation function into a modulation and demodulation function, while adhering to pre-specified hardware constraints. Figure 2 shows an example of such a decomposition. Our framework takes as input a desired correlation function (e.g., trapezoidal function shown in black line), the maximum peak power constraint, and the frequency bandwidth, specified as the impulse response of the system. Given these parameters and a binary structure prior, an optimization problem similar to 5 is solved. The designed modulation and demodulation functions (blue dashed lines in Figure 2) will produce the closest approximation of the objective correlation function. These designed modulation and demodulation functions are input to the CW-ToF system, which then
smoothes them according to its impulse response. The output modulation and demodulation functions (red lines in Figure 2) will produce the actual correlation function. As an example, we demonstrate our framework on the family of Hamiltonian correlation functions [15]. Specifically, we consider Hamiltonian codes with 3, 4, or 5 measurements, referred hereafter as Hamiltonian $K = 3, K = 4, K = 5$.

5. Power-limited Coding Function Design

In this section, we analyze the correlation decomposition with a finite light source peak power and infinite bandwidth.

5.1. Power-limited Decomposition

Let $\vec{m}_i$, $d_i$, $\chi_i$ be the vectors representing the $N$ point discretization of a single period of $M_i(t)$, $D_i(t)$, and $\chi_i(d)$, respectively. We find the best fitting $\vec{m}_i$ and $d_i$ for a given $\chi_i$ by solving the following constrained optimization:

$$\arg\min_{\vec{m}_i, d_i} ||\chi_i - \vec{m}_i \star d_i||_2$$

subject to

$$\sum_{j=1}^{N} \vec{m}_{i,j} \Delta t \leq 1, \quad 0 \leq \vec{m}_{i,j} \leq p_f,$$

$$0 \leq d_{i,j} \leq 1, \quad j = 1, \ldots, N$$

where $\star$ is the cross-correlation operator, $\Delta t = \frac{\tau}{T}$ and $p_f = \frac{P_{\text{ave}}}{P_{\text{max}}}$. For interpretability we fix $\tau = 1$ in the optimization. The problem is solved for each $\chi_i, 1 \leq i \leq K$.

Alternating convex optimization approach: Problem (6) can be thought of as the 1-dimensional analog of blind image deblurring [10, 7, 21] and in general, is under-constrained and ill-posed. However, if either $\vec{m}_i$ or $d_i$ is fixed, the problem becomes well-posed, and can be solved through standard convex optimization methods [3, 11]. Therefore, one approach to finding a local optima is to alternate between fixing $\vec{m}_i$ and $d_i$ and solving the convex sub-problem. This is done until convergence of the loss function. We implemented the alternating optimization procedure using CVXPY [8]. The coding function vectors, $\vec{m}$ and $d_i$, are randomly initialized, and $\chi_i$ is set to the objective correlation. In our final implementation, which included the additional regularization discussed below, convergence was often achieved within 5 - 50 iterations.

Imposing binary function constraint: The alternating convex optimization approach often leads to rapidly fluctuating non-binary solutions for $\vec{m}_i$ and $d_i$. Such solutions may be able to approximate $\chi_i$ accurately, but, they are not practical due to their high bandwidth requirements and non-binary structure. Ideally, we would impose a binary constraint on $\vec{m}$ and $d_i$, or such constraint would make each sub-problem non-convex. Therefore, we relax the binary constraint by imposing a total variation regularization on $\vec{m}$ and $d_i$, thereby preserving the convexity of the sub-problems. Although this relaxation leads to near-binary sparse solutions for $\vec{m}$ and $d_i$, it does not guarantee a binary structure. In order to achieve binary solutions, we apply a binary re-projection operator at the end of each iteration.

Power-limited Hamiltonian coding functions: Figure 3 shows the correlation decomposition for one (out of three) Hamiltonian $K = 3$ codes at different maximum power levels. See the supplementary material for the other two correlation functions. When $P_{\text{max}} \geq 6P_{\text{average}}$ our algorithm is able to find a factorization that achieves zero error: $M(t)$ is a $\frac{1}{6}$ duty cycle square wave with peak power of $6P_{\text{ave}}$, and $D(t)$ is a square wave with $\frac{1}{2}$ duty cycle. When $P_{\text{max}} < 6P_{\text{ave}}$ our algorithm generates coding schemes that only approximate Hamiltonian $K = 3$. In the limiting case, when $P_{\text{max}} = 2P_{\text{ave}}$, our method returns conventional square coding functions. Please see the supplementary material for power-limited decompositions for Hamiltonian $K = 4, 5$ under different power constraints.

5.2. Performance of Power-limited Coding Schemes

The $L2$ norm of the difference between the objective correlation function and the correlation of $\vec{m}$ and $d_i$ is a metric that is easily expressed in an optimization problem. A more meaningful metric, however, is the mean depth error (MDE) achieved by the decomposition, for a given depth range and distribution of scene albedos [15]. See the supplementary report for details of the MDE metric.

Mean depth error comparisons: We used the following parameters. Fundamental frequency, $f_0 = 15$ Mhz, corresponding to a depth range of 0 - 10 meters. Gaussian noise, with affine noise model including photon noise and sensor read noise with a variance of 20 electrons. Total integration time of 300ms, and scene albedos of 0 - 1
and ambient strength, while fixing the other parameters.

Figure 4 (a) shows the MDE for Hamiltonian $K = 3$, $K = 4$, $K = 5$, sinusoid $[22]$, and multi-frequency sinusoid $[9, 26]$. We consider a multi-frequency sinusoid with $K = 5$ measurements; three low frequency measurements with $f = f_0$ and two high-frequency measurements with $f = 7f_0$. We use $7f_0$ because the higher frequency components in Hamiltonian $K = 5$ can be approximated by a square wave with a frequency of $7f_0$. The coding schemes are compared at various peak power constraints. When $P_{\text{max}} = 30P_{\text{ave}}$, all coding schemes achieve a zero error decomposition. Consequently, the performance of the ideal Hamiltonian codes is maintained. As the peak power constraint is strengthened, i.e., $P_{\text{max}}$ is reduced, the decompositions become approximations. In the supplementary material we show the performance at $P_{\text{max}} = [15P_{\text{ave}}, 5P_{\text{ave}}, 2P_{\text{ave}}]$. Multi-frequency sinusoid performs well at high SNR levels, but its performance degrades rapidly at low SNR due to phase unwrapping errors. Although the performance of the power-limited Hamiltonian codes is lowered as compared to theoretically ideal codes, they still outperform the sinusoid-based codes at most source and ambient power levels.

6. Band-limited Coding Function Design

In this section we analyze the correlation decomposition problem with both peak power and bandwidth constraints.

6.1. Bandwidth of a System

The bandwidth of a system is characterized by the impulse/frequency response. The cascade of hardware components (e.g. function generator, laser, sensor) in the CW-ToF system determines the impulse response. Effectively, these components smooth the input modulation and demodulation functions, which attenuates frequencies outside the system’s bandwidth. Here, it is important to make a distinction between the input coding functions $M_{\text{in}}(t)$ and $D_{\text{in}}(t)$, and the output functions $M_{\text{out}}(t)$ and $D_{\text{out}}(t)$, which are created after the input functions are smoothed by the system. We are designing the input functions, but the output functions actually correlate to form the correlation functions. Therefore, the goal of the correlation decomposition for a band-limited system is to find $M_{\text{in}}(t)$ and $D_{\text{in}}(t)$ whose corresponding (smoothed) $M_{\text{out}}(t)$ and $D_{\text{out}}(t)$ best approximate the objective correlation.

Furthermore, we apply the bound constraints described in Sections 4 and 5 on the input functions because, in practice, these bounds can be imposed on $M_{\text{in}}(t)$ and $D_{\text{in}}(t)$ via a function generator. Once the bounds are imposed on the input functions, the output functions will also satisfy them.

6.2. Band-limited Decomposition

Let $h_{m}(t)$ and $h_{d}(t)$ be the impulse responses of the modulation and demodulation arms of the system. Then, we solve the following optimization problem to find the input coding functions:

$$\arg\min_{\tilde{m}_i, d_j} \|\chi_i - (\tilde{m}_i^{\text{in}} \circ h_{m}(t)) \ast (d_j^{\text{in}} \circ h_{d}(t))\|_2$$

subject to

$$\sum_{j=1}^{N} \tilde{m}_{i,j} \Delta t \leq 1, \ 0 \leq \tilde{m}_{i,j}^{\text{in}} \leq p_f, \ (7)$$

$$0 \leq d_{i,j}^{\text{in}} \leq 1, \ j = 1, \ldots, N$$

where $\circ$ is the circular convolution operator. We solve problem 7 with the same alternating convex optimization approach with TV regularization described in Section 5.1. Due to stronger constraints, the convergence for the band-limited decomposition was on average faster than the power-limited case, only requiring $3 - 20$ iterations.

Band-limited Hamiltonian coding functions: We assume the modulation and demodulation impulse responses to be...
the same, i.e., \( h_{in}^m(t) = h_d(t) \), and model them as \textit{Hanning windows} [17]. Figure 5 shows an example Hanning window and its frequency response. We evaluate two cases with Hanning windows that constraint the maximum frequency to be \( f_{\text{max}} \sim 10 f_0 \) and \( f_{\text{max}} \sim 5 f_0 \). We consider \( f_{\text{max}} \) to be the maximum frequency whose amplitude is not attenuated more than \( \sim 5x \).

Figure 6 shows the input modulation and demodulation functions that best fit two (out of five) Hamiltonian \( K = 5 \) correlation functions. Due to limited bandwidth, only smoothed approximations of Hamiltonian codes can be achieved. However, the input coding functions \( (M_{in}(t) \text{ and } D_{in}(t)) \) generated by our algorithm, continue to have the desired binary structure (columns 1 and 3 in Figure 6); only the output functions \( (M_{out}(t) \text{ and } D_{out}(t)) \) are band-limited. Please refer to the supplementary material for all the resulting band-limited factorizations of Hamiltonian codes under different combinations of constraints.

6.3. Performance of Band-limited Coding Schemes

Figures 4 (b) and (c) show the MDE for several coding schemes, under two different bandwidth constraints. The same simulation parameters described in Section 5.2 are used. The smoothing degrades the performance of all coding schemes. We do not apply our framework to sinusoid-based schemes in our evaluation, but we do limit their bandwidth as it happens in practice. Despite the relatively poor approximations of the Hamiltonian codes in the severely band-limited case (Figure 6), the overall performance of the resulting codes is still \( 2 - 5x \) greater than sinusoid-based codes. Please refer to the supplementary material for additional MDE simulations at different maximum power and bandwidth levels.

Figure 7 shows the 3D imaging simulations for a hand gesture reconstruction in two hardware constrained scenarios. In the loosely constrained scenario, all coding schemes perform almost ideally and faithfully recover the 3D geometry. In the more practical setting with tighter power and bandwidth constraints, the overall performance of all coding schemes degrades. However, our new hardware-constrained codes outperform conventional sinusoid codes in both high and low SNR settings.

6.4. Applicability to 2-Bucket CW-ToF Sensors

\textbf{Complementary demodulation function pairs:} One important consequence of enforcing binary demodulation functions is that they can leverage two-bucket CW-ToF sensors. A two-bucket sensor simultaneously acquires two measurements using complementary binary demodulation function pairs [22, 29]. Any coding scheme with \( K \) binary demodulation functions (e.g. codes in this paper) can be implemented in a two-bucket sensor.

Figure 8 shows the performance of sinusoid-based and Hamiltonian codes implemented in a two-bucket sensor in two band-limiting cases. Hamiltonian \( K = 8 \) corresponds to Hamiltonian \( K = 4 \) adapted for 2-bucket ToF. The four extra measurements are the complementary demodulation functions. Dual-frequency sinusoid corresponds to \( 4 f_0 \) and \( 4 7 f_0 \) measurements. Additional discussion and results for two-bucket sensors can be found in the supplement.

7. Hardware Experiments

7.1. Hardware Prototype

We developed a CW-ToF hardware prototype that can implement arbitrary coding schemes, with controllable fundamental frequency and average power. Our setup is based on a point scanning design using a galvo mirror system (GVS012, Thorlabs). The light source is a 830nm laser diode (L830P200, Thorlabs) with a maximum power of \( \sim 200mW \). The intensity of the laser is modulated by an arbitrary function generator (SDG 5162, Siglent) whose maximum frequency is 150Mhz, and is the band-limiting component of the setup. The reflected signal is focused by a lens onto an avalanche photodiode (APD430A, Thorlabs). The detected signal is multiplied with the demodulation function using a frequency mixer (zx05-1L-s+, Mini-Circuits). The output of the mixer is amplified (C7319, Hamamatsu), low-pass filtered (EF110, Thorlabs), sampled and averaged by a data acquisition card (USB-6000DAQ, National Instruments) to obtain intensity measurements. Additional information on the setup is provided in the supplement.

7.2. Experimental Results

We evaluate the performance of all coding schemes under different hardware parameters, constraints, and SNR levels in four scenarios. Table 1 summarizes the experimental parameters used for each scene. The band-limit of our prototype system is modelled similar to the simulations with a maximum frequency of 150Mhz.

\textbf{Evaluating depth error at a single pixel:} Figure 9 shows the mean depth errors of our hardware setup for each coding scheme. The scene is a single point at a distance of 0.7m from the source and the sensor. The laser is collimated and the sensor is focused on the laser spot. To evaluate the mean absolute error (MAE), we estimate the depth of the point 300 times. We emulate the full depth range
of the coding scheme by artificially shifting the modulation function and calculating the MAE for each shift. The mean depth percent errors in Figure 9 are calculated by averaging the MAE of all shifts (20 shifts) and dividing by the total depth range (30m). Since \( f_0 \) is 30x lower than \( f_{\text{max}} \) on this configuration, we assume infinite bandwidth and evaluate power-limited coding schemes.

**3D wall reconstruction:** Figure 11 shows the 3D reconstruction for a wall. At both high and low SNR, the practical Hamiltonian codes outperform sinusoid-based codes.

**Real-world scenes with complex textures:** Figure 10 shows the recovered depth maps for a table-top scene and a volleyball using Hamiltonian \( K = 5 \) and multi-freq sinusoid. The table-top scene consists of 3 books spaced 20cm away from the sensor. The exposure time used for both scenes is the same. The band-limited Hamiltonian \( K = 5 \) depth maps have considerably fewer outliers. Multi-freq sinusoid, on the other hand, displays large errors at low SNR due to erroneous phase unwrapping. The MAE are obtained by fitting multiple planes and shape. Under tighter constraints the performance degrades, however, the re-designed Hamiltonian \( K = 4 \) continues to recover the overall structure and details of the hand.

**Figure 6:** Band-limited decomposition. Two coding functions selected from Hamiltonian \( K = 5 \) are factorized. The bandwidth constraint is \( f_{\text{max}} \sim 10 f_0 \). The input modulation and demodulation functions adhere to their corresponding bound and binary constraints.

**Figure 7:** Simulations under loose and tight constraints. Comparison of a 3D hand reconstruction under loose \( (P_{\text{max}} = 20P_{\text{ave}}, f_{\text{max}} = 20 f_0) \) and tight \( (P_{\text{max}} = 5P_{\text{ave}}, f_{\text{max}} = 5 f_0) \) constraints. Under loose constraints both Hamiltonian and multi-freq sinusoid accurately recover the shape. Under tighter constraints the performance degrades, however, the re-designed Hamiltonian \( K = 4 \) continues to recover the overall structure and details of the hand.

**Figure 8:** Performance in two-bucket sensors. The MDE for two sinusoid-based and one Hamiltonian scheme adapted for a two-bucket architecture. Being able to leverage the two-bucket architecture allows Hamiltonian \( K = 8 \) to continue outperforming sinusoid-based schemes.

**Figure 9:** Experimental mean depth errors. Single pixel MDE in a power-limited setting where \( P_{\text{max}} = 15P_{\text{ave}} \). Consistent with simulations, at low-medium SNR power-limited Hamiltonian codes outperform sinusoid-based codes, and at high SNR multi-frequency sinusoid performs comparably to Hamiltonian.

from each other each other, and a background wall ~ 2m behind the first book. The second scene was a 20cm radius volleyball placed 1m away from the sensor. The exposure time used for both scenes is the same. The band-limited Hamiltonian \( K = 5 \) depth maps have considerably fewer outliers. Multi-freq sinusoid, on the other hand, displays large errors at low SNR due to erroneous phase unwrapping. The MAE are obtained by fitting multiple planes and a sphere to the high SNR table-top and volleyball scenes.
Figure 10: Depth maps for a table-top scene and a volleyball. We compare the reconstruction results for Hamiltonian $K = 5$ and multi-freq sinusoid. At high SNR both coding schemes accurately recover the 3D geometry in both scenes. In the books scene, at low SNR, phase unwrapping errors appear in multi-freq sinusoid, especially in regions with low albedo (left-most book) and farther depths (background wall). For the volleyball multi-freq sinusoid also displays poor depth precision along the periphery for low SNR. The dark red spots correspond to errors greater than 30cm which are indicative of a poor reconstruction of the ball. On the other hand, Hamiltonian $K = 5$ exhibit no phase unwrapping errors and a low outlier rate.

Table 1: Parameters for hardware experiments. The maximum power is fixed across all experiments to $15P_{ave}$. The maximum frequency constraint ($f_{max}$) is determined by $f_0$ and the band-limit of the function generator (150MHz). The high and low SNR settings are emulated by attenuating the source power with ND filters with different optical densities (O.D). O.D of 1, 2, and 3 lead to a signal attenuation factor of 10, 100, and 1000.

8. Limitations and Future Work

Optimality of the two-step approach: Ideally one would optimize for the practical modulation and demodulation functions directly with the MDE as the objective. Since the resulting optimization problem is challenging with no known tractable solutions, we divide it into two steps: (1) optimize the correlation functions over the MDE, (2) find practical modulation and demodulation functions that approximate the correlation. This procedure is simpler to implement, and as our results show, leads to practical high-performance codes. Although, our approach is general enough to be applied to any correlation function, it is difficult to guarantee that a given correlation can be accurately factorized. Ultimately, the goodness of fit depends on the strength of the constraints (e.g., Supplementary Figure 12).

Complementary demodulation for 2-bucket ToF: The 2-bucket coding schemes derived from the binary demodulation functions with our method may not be optimal. An interesting direction for future research is to embed the complementary function constraint in the optimization.

Multi-path interference: In this paper we assume there is no interference due to multiple reflections. The correlation function design step and depth inference algorithm could incorporate a multi-path propagation model as done in [1, 27]. This is a promising future research direction.
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