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Abstract

This study addresses generating counterfactual explanations with multimodal information. Our goal is not only to classify a video into a specific category, but also to provide explanations on why it is not categorized to a specific class with combinations of visual-linguistic information. Requirements that the expected output should satisfy are referred to as counterfactuality in this paper: (1) Compatibility of visual-linguistic explanations, and (2) Positiveness/negativeness for the specific positive/negative class. Exploiting a spatio-temporal region (tube) and an attribute as visual and linguistic explanations respectively, the explanation model is trained to predict the counterfactuality for possible combinations of multimodal information in a post-hoc manner. The optimization problem, which appears during training/inference, can be efficiently solved by inserting a novel neural network layer, namely the maximum subpath layer. We demonstrated the effectiveness of this method by comparison with a baseline of the action recognition datasets extended for this task. Moreover, we provide information-theoretical insight into the proposed method.

1. Introduction

The visual cognitive ability of machines has significantly improved mostly due to the recent development of deep learning techniques. Owing to its high complexity, the decision process is inherently a black-box, and therefore, much research has focused on making the machine explain the reason behind its decision to verify its trustability.

The present study particularly focuses on building a system that not only classifies a video, but also explains why a given sample is not predicted to one class but another, in spite of almost all existing research pursuing the reason for the positive class. Concretely, we intend to generate the explanation in the form “\(X\) is classified to \(A\) not \(B\) because \(C\) and \(D\) exists in \(X\).” This type of explanation is referred to as counterfactual explanation \cite{29} in this paper. It may aid us in understanding why the model prediction is different from what we think, or when discrimination is difficult between two specific classes. The explanation is valuable especially for long videos because it provides information efficiently on the content of what humans cannot see immediately.

We first need to discuss the desired output. This work treats an explanation as the one satisfying two conditions as follows:

(A) The output should be interpretable for humans,
(B) The output should have fidelity to the explained target.

Related to (A), one natural way of obtaining interpretable output would be to assign an importance to each element in the input space and visualize it. Although this can help us to perceive the important region for the model prediction, the interpretation leading to it cannot be uniquely determined. We enhance the interpretability of the explanation by leveraging not only parts of visual input but also linguistics, which is compatible with the visual information similar to the previous work \cite{2}. More specifically, dealing with a spatio-temporal region of the target video and (the existence of) an attribute as elements, we concatenate them
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\caption{Our model not only classifies a video to a category (Pole vault), but also generates explanations why the video is not classified to another class (Long jump). It outputs several pairs of attribute (e.g., using pole) and spatio-temporal region (e.g., red box) as an explanation.}
\end{figure}

\textsuperscript{1}rephrased by “\(X\) would be classified as \(B\) not \(A\) if \(C\) and \(D\) not in \(X\).”
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to generate explanations. An example is shown in the Fig. 1.

To realize (B) while satisfying (A), the expected output of the visual-linguistic explanation should have the following two properties:

1. Visual explanation is the region which retains high positiveness/negativeness on model prediction for specific positive/negative classes,
2. Linguistic explanation is compatible with the visual counterpart.

The score to measure how the requirements above are fulfilled is hereafter referred to as the counterfactual score, or simply counterfactual.

The above-listed requirements cannot be achieved by naively exploiting output of the existing method, which considers only positiveness for explanation, as found in [2], where the authors attempt to generate visual-linguistic explanations of positive class. This is mainly because positiveness/negativeness need to be considered simultaneously for specific positive/negative classes in the same region.

To build a system that generates explanations satisfying both (1) and (2), we propose a novel framework for generating counterfactual explanations based on predicting counterfactuality. The outline of the framework is depicted in two steps: (a) Train a classification model that is the target of the explanation, (b) Train an auxiliary explanation model in a post-hoc manner by utilizing output and mid-level features of the target classifier after freezing its weights to prevent output change. An explanation model predicts counterfactuality scores for all negative classes. It is trained by exploiting the fact that supervised information “X is classified to category A.” can be translated into “X is not classified to any category B except A.”

The proposed explanation model holds a trainable classifier that predicts simultaneous existence of the pair of class and attribute. Counterfactuality for a specific visual-linguistic explanation (or region-attribute) can be simply calculated by subtracting classifier outputs corresponding to positive/negative classes of interest. When the system outputs the explanation, several pairs of [attribute, region] are selected, whose counterfactuality is large for input positive/negative classes.

Maximization (or minimization) of the prediction score with regard to the region is required during the training/inference process, which is computationally intractable in a naive computation. Under the natural assumption that candidate regions are tube-shaped, the maximum (or minimum) value and corresponding region path can be efficiently computed by dynamic programming. We construct the algorithm such that it can be implemented as a layer of a neural network with only standard functions (e.g., max pooling, relu), pre-implemented in most deep learning libraries [19, 1, 7, 14, 25] by changing the computation order, which enables combining it easily with Convolutional Neural Networks (CNNs) on GPUs.

The proposed simple and intuitive framework for predicting counterfactuality is justified as the maximization of the lower bound of conditional mutual information, as discussed later, providing an information-theoretical point of view toward it.

Moreover, we assigned additional annotations for existing action-recognition datasets to enable quantitative evaluation for this task, and evaluated our method utilizing the created dataset.

The contributions of this work are as follows:

- Introduce a novel task, which is generating counterfactual explanations with spatio-temporal region,
- Propose a novel method based on simultaneous estimations of visual-linguistic compatibility and discriminativeness of two specific classes,
- Propose a novel neural network layer for efficiently solving the dynamic programming problem which appears during training/inference procedures,
- Derive a connection between the proposed method and conditional mutual information maximization, providing better understanding of the proposed model from the information-theoretical viewpoint,
- Propose a metric as well as extending datasets for this task, enabling quantitative evaluation,
- Demonstrate the effectiveness of the proposed approach by experiment.

2. Related Work

We divide existing research on visual explanation into two categories, i.e., justification, or introspection.

Methods for justification are expected to explain as humans do, by projecting input to correct reason obtained from the outside [20]. Methods exploiting textual [13] or multimodal [18, 2, 16] supervision belong to this category. True explanations, as by humans, are expected to be generated regardless of the type of model, and evaluation is performed by comparison with ground-truth supervision.

In the latter category, the main goal is to know where the model actually “looks” in the input by propagating the prediction to the input space [22, 4, 30, 21, 31, 9, 32], or by learning instance-wise importance of elements [6, 8] with an auxiliary model. As opposed to the methods of the former category, it is important to show the region where the model focuses for prediction rather than whether the prediction is true for humans. The evaluation is often performed by the investigating before/after output of the model when the element considered to be important is changed.

Although almost all previous research pursues the reason for positiveness, we attempt to provide the reason for negativity as well. While our work is categorized to the latter, it also has an aspect of the former; The important region
for the model prediction is outputted, while exploiting the linguistic attribute for enhancing interpretability for human. 

[2] conducted research similar to the present study, stating an application for grounding visual explanation to counterfactual explanation, where the textual explanations (without the region) are generated by comparing the output of generated explanations for target sample and the nearest sample to it. Because their work is in the former category where negativity cannot be well-defined, no quantitative evaluation was provided. The main differences between our work and this previous study are:

- We set generating counterfactual explanations as the main goal, and propose a method which utilizes multimodal information specifically for this task,
- Our work belongs to the latter category where negativity can be well-defined by model output, and therefore, quantitative evaluation is possible,
- We provide quantitative evaluation with the metric.

3. Method

We describe the details of our proposed method in this section. The main goal of this work is to build a system that not only classifies a video, but also explains why a given sample is not predicted to one class but another. As stated earlier, we utilize the combination of the spatio-temporal region (tube) and the attribute as the element of explanations. The expected output explanation should have following two properties:

(1) Visual explanation is the region which retains high positiveness/negativeness on the model prediction for specific positive/negative classes.

(2) Linguistic explanation is compatible to the visual counterpart.

First, we formulate the task addressed in subsection 3.1, and describe the outline of the framework as well as the actual training/inference process of the explanation model from subsection 3.2 to 3.4. In the subsequent subsection 3.5 and 3.6, we elucidate the method and its implementation for efficiently solving the optimization problem in the training/inference step. Theoretical background of our method will be discussed in subsection 3.7.

3.1. Task formulation

Notes and expansions throughout this paper and formulation of the task we deal with are described in this subsection.

Let \( x \in \mathbb{R}^{W' \times H' \times T' \times 3} \) be the input video where \( W', H', T' \) are width, height, and the number of frames of the video, respectively. We denote the class and the attribute by \( c \in \mathcal{C} \) and \( s \in \mathcal{S} \), respectively. We assume that attributes are assigned to each sample used for training, and that the assigned set of attributes is represented as \( \mathcal{S}(x) \subset \mathcal{S} \). \( \mathcal{R} \subset \mathcal{R} \) denotes the spatio-temporal region used for visual explanation, and its element \([i, j, t, \text{scale, shape}] \in \mathcal{R}\) is the spatio-temporal coordinate, scale, and shape of the element of visual region, respectively. \( \mathcal{R} \) is a possible set of \( \mathcal{R} \). In this work, we particularly limit \( \mathcal{R} \) to the set containing all possible tubes. In other words, \( \mathcal{R} \) contains at most one element corresponding to the time step \( t \), and all the elements are spatially and temporally continuous.

We build an explainable model, having the following two functions: (a) Classify the video \( x \) to a specific class \( c_{\text{pos}} \in \mathcal{C} \), (b) Explain the reason for specific negative class \( c_{\text{neg}} \in \mathcal{C}\backslash \mathcal{C}_{\text{pos}} \) by the combination of attribute \( s \) (linguistic) and spatio-temporal tube \( \mathcal{R} \) (visual). Our model predicts several pairs of \((s, \mathcal{R})\) for specific class pair \( c_{\text{pos}}, c_{\text{neg}} \), and simply puts them together as final output.

3.2. System pipeline

We outline the pipeline of the proposed method in Fig. 2. Our model holds two modules, namely, the classification module and the explanation module. The outline of the framework follows two steps: (a) Train a classification model, which is the target of the explanation, (b) Train an auxiliary explanation model in a post-hoc manner as in existing research (e.g.,[13]) by utilizing output and mid-level activation of the target classifier after freezing its weights to prevent change in output. Specifically, we explicitly represent feature extraction parts in the pre-trained classification network as

\[
p(c|x) = f(h(x)), \quad h(x) \in \mathbb{R}^{W \times H \times T \times d},
\]

where \( W, H, T \) indicate width, height, and the number of frames in the mid-level feature, respectively. The \( d \)-dimensional feature vector corresponding to each physical coordinate is denoted by \( h(x)[i, j, t] \in \mathbb{R}^d \).

We introduce an auxiliary model \( g \), which is responsible for the explanation. It predicts counterfactual, which measures (1) the positiveness/negativeness of the region \( \mathcal{R} \) on the model prediction \( p(c|x) \) for a specific pair of \( c_{\text{pos}}, c_{\text{neg}} \), and (2) the compatibility of linguistic explanation \( s \) to the visual counterpart \( \mathcal{R} \). By fixing the parameter of the feature extraction part \( h(\cdot) \), we obtain

\[
y_{c_{\text{pos}}, c_{\text{neg}}, s, \mathcal{R}} = g(h(x)) \in [0, 1]^{(|\mathcal{C}|-1) \times |\mathcal{S}| \times |\mathcal{R}|}
\]

which holds a counterfactual score corresponding to one combination of \( c_{\text{pos}}, c_{\text{neg}}, s, \mathcal{R} \) in each dimension. Positive class \( c_{\text{pos}} \) is sampled from \( p(c|x) \) during training, and \( c_{\text{pos}} = \arg \max_c p(c|x) \) is applied in the inference step. Any remaining class \( c_{\text{neg}} \in \mathcal{C}\backslash \mathcal{C}_{\text{pos}} \) is regarded as negative.

We consider the element of \( \mathcal{R} \) in the space of \( h(x) \). In other words, the coordinate \((i, j, t)\) of \( \mathcal{R} \) corresponds to that of \( h(x) \). The shape of \( \mathcal{R} \) is fixed to \([W/W', H/H']\) for the sake of simplicity. The extension to multiple scales and the aspect ratio will be discussed in subsection 3.6.
3.3. Predicting counterfactuality

Our explanation model predicts counterfactuality, that is, (1) how much the region $R$ retains high positiveness/negativeness on the $p(c|x)$ for $c_{pos}, c_{neg}$, and (2) how much $s$ is compatible to $R$. The counterfactuality score is predicted in the following steps.

A target sample $x$ is inputted to obtain the mid-level representation $h(x)$ and the conditional probability $p(c|x)$. The explanation model holds classifiers $g_{c,s}$ for each pair of $(c,s)$. These classifiers are applied to each element feature of $h(x)$, and predict simultaneous existence of $(c,s)$ as

$$m_{c,s} = g_{c,s}(h(x)) \in \mathbb{R}^{W \times H \times T}, \quad (3)$$

is obtained for each pair of $(c,s)$. For simplicity, we utilize a linear function that preserves geometrical information, that is, the convolutional layer as classifier $g_{c,s}$.

To measure how likely the region element is considered to be $c_{pos}$, not $c_{neg}$, with linguistic explanation $s$, we element-wise subtract the value of (3) for all $c_{neg} \in C \setminus \{c_{pos}\}$ and $s$ as

$$\Delta m_{c_{pos}, c_{neg}, s} = m_{c_{pos}, s} - m_{c_{neg}, s} \quad (4)$$

To obtain the score for the region $R$, we define the procedure of aggregating scalar values through $R$ in the 3-dimensional tensor $\Delta m$ as

$$\Delta m_{c_{pos}, c_{neg}, s}[R] = \sum_{(i,j,t) \in R} \Delta m_{c_{pos}, c_{neg}, s}[i,j,t]. \quad (5)$$

Please note $\Delta m_{c_{pos}, c_{neg}, s}[R] \in \mathbb{R}$. By applying a sigmoid activation function to the output, we obtain counterfactuality $y_{c_{pos}, c_{neg}, s, R} \in [0,1]$ for all $(i,j,t) \in R$ as

$$y_{c_{pos}, c_{neg}, s, R} = \sigma(\Delta m_{c_{pos}, c_{neg}, s}[R]) \quad (6)$$

where $\sigma(a) = \frac{1}{{1 + \exp(-a)}}$.

3.4. Training and inference

We illustrate the loss function optimized in the training step and the procedure in the inference step.

**Loss function:** The supervised information “A sample is classified to category $c_{pos}$” can be translated to “A sample is not classified to any category $c_{neg} \in C \setminus \{c_{pos}\}.” By utilizing this, the model is trained to enlarge the counterfactuality score corresponding to class pairs $c_{pos}, c_{neg}$ and attributes $s \in S(x)$. The output obtained after sigmoid activation in (6) can be interpreted as a probability, and its negative log likelihood is minimized. Because computing output $y_{c_{pos}, c_{neg}, s, R}$ for all pairs of $c_{neg} \in C \setminus \{c_{pos}\}$, $s \in S$ and $R \in \mathcal{R}$ is not feasible, only $R$ maximizing the loss is utilized for each pair of $c_{neg}, s$ while training. Formally, for a given $x$ and $c_{pos}$, the loss

$$\ell(x, c_{pos}) = \frac{1}{|S(x)|} \sum_{s \in S(x)} \sum_{c_{neg} \in C \setminus \{c_{pos}\}} -\log y_{c_{pos}, c_{neg}, s, R}$$

where $\hat{y}_{c_{pos}, c_{neg}, s} = \min_{R} y_{c_{pos}, c_{neg}, s, R} \quad (7)$

is calculated. As stated in the next subsection 3.5, $\hat{y}_{c_{pos}, c_{neg}, s}$ can be efficiently computed by dynamic programming under the condition where $R$, a possible set of $R$, is limited to the set of all spatio-temporal tubes.

The overall loss function to be optimized is obtained by taking the expectation of (7) over $x$ and $c_{pos}$ as

$$\mathcal{L} = \mathbb{E}_{p(x)} p(c_{pos}|x) [\ell(x, c_{pos})]. \quad (8)$$

$p(x)$ indicates the true sample distribution, and $p(c_{pos}|x)$ is the pre-trained network in (1). Empirically, the expectation over $x$ is calculated by summing up all training $N$ samples, and that over $c_{pos}$ is achieved by sampling from the conditional distribution $p(c_{pos}|x)$ given $x$.  
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Inference: During inference, provided with positive and negative class $c_{pos}, c_{neg}$ as well as input $x$, pairs of the attribute $s$ and the region $R$ are outputted whose score is the largest. Formally,

$$s^*, R^* = \text{arg max}_{s, R} y_{c_{pos}, c_{neg}, s, R}$$

(9)

is calculated as the element of explanation. For computing $k$ multiple outputs, we compute $\max_{s, R} y_{c_{pos}, c_{neg}, s, R}$ for all $s$ and pick $k$ pairs whose scores are the largest. Minimization for $R$ is also efficiently calculated as is the case in the training step.

3.5. Maximum subpath pooling

We describe in detail the maximization (minimization) problem for $R$ appearing in (7) and (9) in this subsection. We limit $\mathcal{R}$, a possible set of $R$, to the set containing all possible tubes. A tube can be expressed as a path in the 3d tensor, starting at one spatial coordinate $(i,j)$ in time $t$, and move to the neighbor $(i+l,j+m)$ where $l, m \leq k$ in time $t + 1$ where $k$ controls how much movement of the spatial coordinate $(i,j)$ is allowed when the time changes from $t$ to $t + 1$. The path can start and end at any time. The $R$ consists of coordinates $(i,j,t)$ satisfying the path condition.

With this limitation, the maximization problem with regard to $R$ can be cast as an extension of finding a subarray whose summation is maximum, and it can be efficiently solved by the algorithm proposed in [28] (shown in the supplementary material), which is an extension of the Kadane’s algorithm [5]. Although [28] utilized it only for the inference, we need to train the parameters, especially by back-propagation on GPUs to combine CNNs. To realize this, we construct the algorithm such that it can be implemented as a layer of a neural network with only standard functions pre-implemented in most deep learning libraries [19, 1, 7, 14, 25]. Interestingly, as shown in Fig. 3, the same result can be achieved by sequentially applying relu, 2d maxpooling, and element-wise summation in the time direction followed by global 2d maxpooling. The kernel size of maxpooling is a hyper-parameter corresponding to $k$ mentioned above. We fixed it to $3 \times 3$, which means that $k = 1$. The computational cost of this algorithm is $O(WHT)$, which can be solved by a single forward path, since the iteration for $W$ and $H$ can be parallelized on GPU without significant overhead. In the case of minimization of the objective, the same algorithm can be applied just by inverting sign of input and output.

To acquire the path $R^*$ whose summation is maximum, we simply need to calculate the partial derivative of the maximum value with regards to each input. Because

$$\frac{\partial \Delta m_{c_{pos}, c_{neg}, s, R}}{\partial \Delta m_{c_{pos}, c_{neg}, s, R}} = \begin{cases} 1 & ((i,j,t) \in R^*) \\ 0 & \text{(otherwise)} \end{cases}$$

we can obtain the path corresponding to the maximum by extracting the element whose derivative is equal to 1. Implementation is likewise easy for the library, which has the function of automatic differentation.

This procedure can be interpreted as a kind of pooling. To observe this, we denote the aggregated feature after applying sum pooling to mid-level local features throughout the region $R^*$ by $\text{pool}(h(x), R^*)$, and redefine $\Delta w = w_{c_{pos}, s} - w_{c_{neg}, s}$, where $w_{c,s}$ is the parameter of the convolutional layer $g_{c,s}$. The summation of the score inside the sigmoid function in (9) can be written as

$$\max_{R} \Delta m_{c_{pos}, c_{neg}, s} [R] = \sum_{(i,j,t) \in R^*} \Delta w^\top h(x)[i,j,t]$$

$$= \Delta w^\top \sum_{(i,j,t) \in R^*} h(x)[i,j,t] = \Delta w^\top \text{pool}(h(x), R^*)$$

We refer to the sequence of this process as the maximum subpath pooling layer.

3.6. Multiple scales and aspect ratio

So far, we only considered the situation where the scale and aspect ratio of $R$ is fixed to $[W/W', H/H']$, $1:1$. We modify the algorithm to treat different scales and shapes of the region. As described in 3.5, the input of the optimization algorithm $\Delta m_{c_{pos}, c_{neg}, s}$ (defined in (4)) is a 3d tensor,
which corresponds to each physical coordinate in the region. We expand the input from 3d to 5d by expanding $\mathbf{m}_{c,s}$ (defined in (3)), taking scales and shapes into consideration. To obtain the 5d tensor, we prepare multiple parameters $\mathbf{w}$ of the convolutional layer $\hat{\mathbf{g}}_{c,s}$ (3) for each scale and shape. (For simplicity, the subscripts $c, s$ of $\mathbf{w}$ will be omitted below). Partial To treat different scales, we extract mid-level representations from different layers of the target classifier to construct $\mathbf{h}(\mathbf{x})$. After convolution is applied separately, they are appended for the scale-dimension.

When considering different shapes at each scale, we prepare different parameters by multiplying the significance corresponding to the shape of a region. Formally, $w_i = \mathbf{w} \times a_i$ is computed, where $a_i$ has the same window size as $\mathbf{w}$ and consists of the importance weight for each position of parameter, which is determined by the overlap ratio between the region and each local element. They are normalized to satisfy $|a_i| = 1$. Different $w_i$ are applied separately and output is appended to the shape-dimension of the tensor. Concretely, we compute the scores corresponding to four kinds of shapes $(2 \times 2, 2 \times 3, 3 \times 2, 3 \times 3)$ from $3 \times 3$ convolution for each scale as in Fig. 4. The optimization problem can be solved by applying the same algorithm described in subsection 3.5 to the obtained 5d tensor.

### 3.7. Theoretical background

To demonstrate that linguistic explanation $s$ for region $\mathbf{R}$ is strongly dependent on the output of the target classifier $c$ by minimizing the loss function proposed above, we reveal the relationship between the loss function and conditional mutual information. Conditional mutual information of the distribution parameterized by our model is denoted by $\text{MI}(c, s|\mathbf{x}, \mathbf{R})$ and can be bounded as

$$\text{MI}(c, s|\mathbf{x}, \mathbf{R}) = \mathbb{E}_{p(c, s|\mathbf{x}, \mathbf{R})} \left[ \log \frac{\hat{p}(c, s|\mathbf{x}, \mathbf{R})}{\hat{p}(c|\mathbf{x}, \mathbf{R})\hat{p}(s|\mathbf{x}, \mathbf{R})} \right] \geq \mathbb{E}_{p(c, s|\mathbf{x}, \mathbf{R})} \left[ \log \hat{p}(c|s, \mathbf{x}, \mathbf{R}) \right]$$

(10) is further bounded as

$$\geq \mathbb{E}_{p(c, s|\mathbf{x}, \mathbf{R})} \left[ \min_{\mathbf{R}} \log \frac{\max_{\mathbf{R}} \exp(\mathbf{m}_{c,s})}{\exp(\mathbf{m}_{c,s})} \right] \geq \mathbb{E}_{p(c, s|\mathbf{x}, \mathbf{R})} \left[ \min_{\mathbf{R}} \sigma(\Delta \mathbf{m}_{c,s}) \right]$$

(14)

Relation with other methods proposed for the explanation task, such as [6], based on mutual information maximization.

### 4. Experiment

We describe experiments to demonstrate the effectiveness of proposed method, in particular the explanation module, which is the main proposal for this task. After the details of experimental settings including datasets and metrics used for quantitative evaluation are described in subsection 4.1, the obtained results are discussed in subsection 4.2.

#### 4.1. Setting

Given an input video $\mathbf{x}$, and a pair of positive/negative class $c_{\text{pos}}, c_{\text{neg}}$, the explanation module outputs several pairs of attribute/region $\{ (c_i, \mathbf{R}_i) \}_{i=1}^k$. We separately evaluate each pair of output.

**Dataset**: Two existing video datasets for action recognition: Olympic Sports [17] and UCF101-24 categories [15] were used in the experiments. The Olympic Sports dataset consists of 16 categories for sports action. The UCF101-24 categories is a subset of the UCF101 dataset [24] extracting 24 out of 101 general action classes. We utilized the original train/test split provided by the datasets. We additionally assigned these datasets with Amazon Mechanical Turk (AMT) to make the evaluation possible as follows: (a) Assign a set of attributes to all videos in the dataset, (b) Assign a bounding box of assigned attributes for samples in the test split. Statistics of the dataset are shown in Table. 1, and a few examples of the annotations are provided in the supplementary material.
Metric: As stated earlier, the method for this task is expected to satisfy the following two requirements:

1. Visual explanation is the region which retains high positiveness/negativeness on the model prediction for specific positive/negative classes,

2. Linguistic explanation is compatible to the visual counterpart, and methods are evaluated based on them. To make the quantitative evaluation possible, we propose two metrics, both of which are based on the accuracy.

As for (1), we need to evaluate whether the obtained region is truly an explanation of the reason for “the target classifier predicts a sample to not \( c_{\text{neg}} \) but \( c_{\text{pos}} \)”. More specifically, we would like to confirm whether the region explains the specific negative class \( c_{\text{neg}} \), not other negatives \( \hat{c}_{\text{neg}} \in C \setminus \{c_{\text{pos}}, c_{\text{neg}}\} \). To evaluate this quantitatively, we investigate how the output of the target classifier changes corresponding to \( c_{\text{neg}} \) when region \( R \) is removed from the input. A mask \( z = \{0, 1\}^{W' \times H' \times T' \times 3} \) is prepared, which takes the value of 0 if the corresponding pixel’s location is contained to \( R \) restored on the input space, otherwise it takes the value of 1. Applying again the masked sample to the target classifier, the difference from the original output \( f(h(x \odot z)) - f(h(x)) \) is calculated for all negative classes where \( \odot \) denotes the Hadamard product. We calculate the accuracy, i.e., we pick the largest values out of the obtained difference scores, and examine if \( c_{\text{neg}} \) exists within this set. We refer to this metric as negative class accuracy.

As for (2), we assess how the region \( R \) makes the concept \( s \) identifiable by humans for each output pair \( (s, R) \).

To quantify this, we exploit the bounding boxes assigned for each attribute in the test set, and compute the accuracy as follows. IoU (intersection over union) is calculated between given \( R \) and all bounding boxes \( R' \), which corresponds to attribute \( s' \). We measure the accuracy by selecting the attribute \( s' \) with the largest IoU score, and checking its consistency with \( s \), which is the counterpart of \( R \). This metric is referred to as concept accuracy in the following parts.

Detailed settings In the classification module, the output of convolutional layers was used as \( h(\cdot) \). Fc layers following convolutional layers were considered as \( f(\cdot) \).

Specifically, we dealt with C3D-resnet [27, 11] as the target classifier in the experiments, which is based on the spatio-temporal convolution [26] with residual architecture [12]. Our network for classification consists of nine convolutional layers and one fully connected layer accepting a \( 112 \times 112 \times 16 \) size input. Relu activation was applied to all layers, except the final fc layer. We selected the outputs of the last and the 2nd to last convolutional layers to construct \( h(\cdot) \). Moreover, we replaced 3d max pooling to 2d max pooling to guarantee \( T = T' \) for all activations. The target classifier was trained with SGD, where learning rate, momentum, weight decay, and batch size, were set to 0.1, 0.9, 1e-3, and 64 respectively. To train the model in Olympic Sports, we pre-trained it with the UCF101-24.

For the training of the explanation module, all the settings (e.g., learning rate) were set to the same as in the training of classification module, except that the batch size was 30. We decomposed the weight of the convolutional layer \( w_{cs} \) corresponding to the pair of \( (c, s) \) to \( w_{cs} = w_c \odot w_s + w_c + w_s \) to reduce the number of parameters where \( w_s \) and \( w_c \) are the parameter shared by the same attribute and class respectively.

### 4.2. Identifiability of negative class

To assess whether the obtained region \( R \) is truly an explanation of the reason for a specific negative class, we compared the negative class accuracy with a baseline. Because there is no previous work for this task, we employed a simple baseline. For the UCF101-24 dataset, we exploited the bounding box for the action detection provided in [23].

---

**Table 2:** The ratio of the probability \( p(c_{\text{pos}}|x) \) for the positive class \( c_{\text{pos}} \) decreasing after the region is masked out.

<table>
<thead>
<tr>
<th>Method</th>
<th>Olympic</th>
<th>UCF101-24</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>0.76</td>
<td>0.68</td>
</tr>
<tr>
<td>propose</td>
<td>0.89</td>
<td>0.88</td>
</tr>
</tbody>
</table>

**Table 3:** The concept accuracy on the Olympic Sports dataset and the UCF101-24 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Olympic</th>
<th>UCF101-24</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>top1 0.02</td>
<td>top1 0.02</td>
</tr>
<tr>
<td>propose</td>
<td>top1 0.13</td>
<td>top1 0.14</td>
</tr>
<tr>
<td>baseline</td>
<td>top3 0.07</td>
<td>top3 0.13</td>
</tr>
<tr>
<td>propose</td>
<td>top3 0.13</td>
<td>top3 0.14</td>
</tr>
<tr>
<td>baseline</td>
<td>top5 0.29</td>
<td>top5 0.65</td>
</tr>
<tr>
<td>propose</td>
<td>top5 0.38</td>
<td>top5 0.65</td>
</tr>
</tbody>
</table>

---

Figure 5: The negative class accuracy on the Olympic Sports dataset (above) and the UCF101-24 dataset (below). The y-axis depicts the mean accuracy and the x-axis denotes the number of negative classes used for averaging, whose prediction value is maximum.
Table 4: The top3 negative class accuracy on the Olympic Sports dataset and the UCF101-24 dataset averaged over 3 negative classes whose prediction probability is the largest, by changing the number of fully-connected layers.

<table>
<thead>
<tr>
<th>method</th>
<th>Olympic Sports</th>
<th>UCF101-24</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fc1</td>
<td>fc2</td>
</tr>
<tr>
<td>baseline</td>
<td>0.45</td>
<td>0.44</td>
</tr>
<tr>
<td>propose</td>
<td>0.62</td>
<td>0.64</td>
</tr>
</tbody>
</table>

which provides an upper limit of the performance for the action detection task. As bounding boxes are not provided for the Olympic Sports dataset, we cropped the center (32 × 32) from all frames. This forms a simple but strong baseline because the instance containing category information usually appears in the center of the frame in this dataset.

The results of the negative class accuracy for the Olympic Sports and the UCF101-24 datasets are shown in Fig. 5. The accuracy averaged over negative classes having largest \( p(c|x) \) is calculated and the x-axis of the figures depicts the number of used negative classes. Our method performed consistently better than the baseline on both datasets, demonstrating the generalization of identifiability of negativeness in unseen samples. The gap between the accuracy of our method and that of baseline is decreased when negative classes having small \( p(c|x) \) are included. We conjecture the reason is that such a easy negative class, which is highly dissimilar to the positive class, does not have common patterns to identify them. For example, for positive class ‘pole vault’, the negative class ‘high jump’ is considered to be more similar than ‘bowling’ for the classifier, and detecting the negativeness for such a hard negative ‘pole vault’ is relatively easy (e.g. the region of ‘pole’), although detecting it is difficult for the easy negative class. We believe the low-accuracy for such an easy negative class does not have significant impact because in real applications, we may be interested in the reason for the negativeness of the hard negative class, which is difficult to discriminate. In addition, we also report the ratio of the probability \( p(c_{pos}|x) \) for the positive class \( c_{pos} \) decreasing after the region is masked out in Table 2. From these results, we claim that our method can find both better of negativeness/positiveness on the negative/positive classes.

4.3. Identifiability of concept

To evaluate whether the obtained region makes the concept (linguistic explanation) identifiable by human, we measured concept accuracy described above for the case where category prediction is correct. The same baseline was applied for region selection as in the previous subsection 4.2, and the attribute is randomly selected. Results are shown in Table 3. In both datasets, our method is consistently better than the baseline. Finding the region by which a specific concept can be identified is the significantly challenging task, where methods need to identify small objects or

atomic-actions [10]. Although it is conceivable that there is still room for improvement of this metric, we believe that our simple method can serve as a base for future work regarding this novel task.

4.4. Influence of the complexity of classifier

To investigate the influence of the complexity of the classifier module on the generalization ability of the explanation module, we measured the negative class accuracy by changing the number of fc-layers of \( f(c|x) \) in 1 ∼ 3. The other settings remain the same as those in subsection 4.2. The top3 accuracy averaged on 3 negative classes is shown in Table 4 (Other results are shown in supplementary material). In both datasets, the gap between the baseline and the proposed method is consistent regardless of the number of fc-layers, demonstrating the robustness of the proposed method to the complexity of classifiers to be explained.

4.5. Output examples

We show a few output examples in Fig. 6 for the sample videos of the UCF101-24 dataset. As observed in the figures, our model is considered to appropriately localize the area compatible with the linguistic explanation. Other examples are shown in the supplementary material.

5. Conclusion

In this work, we particularly focused on building a model that not only categorizes a sample, but also generates an explanation with linguistic and region. To this end, we proposed a novel algorithm to predict counterfactual, while identifying the important region for the linguistic explanation. Furthermore, we demonstrated the effectiveness of the approach on two existing datasets extended in this work.
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