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Abstract

Recently, large-scale few-shot learning (FSL) becomes

topical. It is discovered that, for a large-scale FSL prob-

lem with 1,000 classes in the source domain, a strong base-

line emerges, that is, simply training a deep feature embed-

ding model using the aggregated source classes and per-

forming nearest neighbor (NN) search using the learned

features on the target classes. The state-of-the-art large-

scale FSL methods struggle to beat this baseline, indicat-

ing intrinsic limitations on scalability. To overcome the

challenge, we propose a novel large-scale FSL model by

learning transferable visual features with the class hierar-

chy which encodes the semantic relations between source

and target classes. Extensive experiments show that the

proposed model significantly outperforms not only the NN

baseline but also the state-of-the-art alternatives. Further-

more, we show that the proposed model can be easily ex-

tended to the large-scale zero-shot learning (ZSL) problem

and also achieves the state-of-the-art results.

1. Introduction

In the past five years, the object recognition research has

focused on large-scale recognition problems such as the Im-

ageNet ILSVRC challenges [22]. Deep convolutional neu-

ral network (DCNN) based models [24, 8] have achieved

super-human performance on the ILSVRC 1K recognition

task. However, most existing object recognition models,

particularly those DCNN based ones, require hundreds of

image samples to be collected for each object class; many of

the object classes are rare and it is very hard to collect suffi-

cient training samples, even with social media. Therefore, it

is highly desirable to develop object recognition models that

require only few training samples/shots per object class.

To overcome this challenge, meta-learning based few-

shot learning (FSL) [28, 21, 7, 20, 19] has become topical.
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Figure 1. Comparative results for large-scale FSL on the ImNet

dataset [11]. The top-5 accuracy over target class samples is used

as the evaluation metric. It can be observed that the state-of-the-art

large-scale FSL methods struggle to beat the simple NN baseline,

suggesting intrinsic limitations on scalability. Notations: NN –

nearest neighbor (NN) search performed in a learned feature space

using K samples per target class as the references; SGM – FSL

with the squared gradient magnitude (SGM) loss [7]; PPA – pa-

rameter prediction from activations (PPA) [20]; LSD – large-scale

diffusion (LSD) [2]; Ours – the proposed model.

FSL is inspired by the fact that human can easily recog-

nize novel objects with a few samples thanks to the ability

to knowledge transfer. Similarly, in the FSL problem, we

are provided with a set of source classes and a set of target

classes under the setting that: (1) The target classes have no

overlap with the source classes in the label space; (2) Each

source class has sufficient labeled samples, whereas each

target class has only a few labeled samples. FSL thus aims

to transfer knowledge from the source to target classes.

The focus of this work is on the large-scale FSL set-

ting with a large number of source classes provided. This

is very different from the most widely used meta-learning

benchmarks such as mini-ImageNet [29] which contains 64

source classes with 600 samples in each class. Yet it is more

realistic – after all, we have 1,000s of classes in ImageNet
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Figure 2. Overview of the proposed model.

that we can use, so why not include more source classes

when it comes to FSL? It is noted that a deep feature em-

bedding model learned to classify a large number of source

classes would yield a transferable feature representation that

can be directly applied to a wide range of vision problems

[15]. This suggests a strong baseline for the large-scale

FSL setting, that is, learning the feature embedding using

all source classes together, followed by simply using the

embedding model to extract deep features for target class

samples for nearest neighbor search based classification. In-

deed, when several latest large-scale FSL models [7, 20, 2]

are evaluated on the large-scale ILSVRC2012/2010 (Im-

Net) dataset [11], they all struggle to beat this forgotten

baseline. In this dataset, 1,000 classes of ILSVRC2012 are

used as source classes and 360 classes of ILSVRC2010 (not

included in ILSVRC2012) are used as target classes. Each

target class is provided with K (≤ 5) labeled samples. The

feature embedding is obtained by training a ResNet50 [8]

for classifying the ImageNet ILSVRC2012 1K classes. The

comparative results in Figure 1 show that the simple near-

est neighbor (NN) search baseline with the learned feature

embedding is competitive when compared against the state-

of-the-art FSL models1. This suggests that existing FSL

models are intrinsically limited on scalability. It also im-

plies that most of knowledge transfer in SGM, LSD and

PPA is achieved by the transferable features extracted by

the deep feature embedding model. This observation indi-

cates that learning more transferable visual features, which

better represent target class samples, is an alternative way

to tackle the large-scale FSL.

In this work, we thus propose a novel FSL model by

exploiting a class hierarchy shared by both source and tar-

get classes to learn a more transferable feature embedding

model. Our idea is simple: the semantic relations between

source classes and target classes are used as the prior knowl-

edge to help learn a more transferable feature embedding

for recognizing the target class samples. In our work, the

semantic relations are explicitly encoded to a tree-like class

hierarchy by a data-driven approach based on a public text

corpus, without the need of a human-annotated taxonomy.

1The results of PPA, LSD and SGM are obtained by training the origi-

nal code provided in their papers using the large-scale ImNet dataset.

Such a tree can thus easily cover all object classes ever ex-

isted. Even though the source and target classes do not over-

lap at the bottom (leaf) layer of a class hierarchy, they share

(superclass) labels in the top layers. Specifically, in such

class hierarchy, both target classes and source classes are

represented as the leaves (i.e., class nodes); semantic sim-

ilar classes (including both source and target classes) are

grouped, and each cluster then forms a parent node (i.e., a

superclass node) in the upper layer of the tree (see the red

box in Figure 2). To integrate the prior knowledge from

the class hierarchy, we propose a novel hierarchical predic-

tion net which explicitly encodes the class hierarchy into the

classification procedure. During the training stage (see the

red arrow in Figure 2), the source class samples only are

fed into a convolutional neural network (CNN) followed by

the proposed hierarchical prediction net. Since the source

classes and target classes are certain to have some com-

mon superclasses, our hierarchical prediction net enables us

to learn transferable features for FSL on the target classes.

During the test stage (see the blue arrow in Figure 2), we

extract visual features of test samples and the few training

samples (both from target classes) using the proposed fea-

ture learning model. The test samples are then recognized

by a simple nearest neighbor search using the visual features

of few-shot samples (from target classes) as the references.

Furthermore, our feature learning model can be easily ex-

tended to the closely related zero-shot learning (ZSL) prob-

lem [32, 17, 29, 31, 14]. Experimental results on several

benchmark datasets show that our model achieves state-of-

the-art results on both large-scale FSL and ZSL problems

(see Figure 1 and Tables 1&4&5).

Our contributions are three-fold: 1) We make an impor-

tant observation that there exists a strong baseline based

on deep feature embedding over source classes and near-

est neighbor search over target classes. Existing large-scale

FSL models’ advantage over this baseline diminishes. 2)

We propose a novel large-scale FSL model that can learn

transferable visual features by exploiting a class hierarchy

which encodes the semantic relations between source and

target classes. Extensive experiments show that the pro-

posed model outperforms not only the NN baseline but also

the state-of-the-art alternatives. 3) We show that the pro-

posed model can be easily extended to zero-shot learning

(ZSL) problem [29, 17, 32, 11], with state-of-the-art results

obtained. This further validates the effectiveness of knowl-

edge transfer with class hierarchy.

2. Related Work

2.1. FewShot Learning

Learning to learn [27] is topical in the machine learn-

ing community, and one of its well-received applications is

few-shot learning (FSL). Meta-learning based approaches
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Figure 3. Illustration of tree-structured class hierarchy construction by a data-driven approach, without the need of a human-annotated

taxonomy. Note that no image samples are used here.

[17, 21, 28, 10] have dominated. Apart from metric learning

solutions [25, 28], another promising approach is learning

to optimize [21, 3]. More recently, methods based on fea-

ture hallucination and synthesis [7, 23] or predicting param-

eters of the network [20, 19] have been developed. Most of

these works consider small datasets like Omniglot, CIFAR,

or miniImageNet. The more recent works [7, 2, 20, 30]

start to pay more attention to large scale FSL. However, the

strong baseline mentioned earlier has never been considered

as a serious competitor. In this work, we only focus on

FSL under large-scale. The proposed FSL model is com-

pletely different from the existing FSL approaches in that

the class hierarchy is exploited for learning more transfer-

able features. We demonstrate that our FSL model achieves

state-of-the-art results on large-scale datasets and it is the

only one that can consistently beat the strong baseline (see

Figure 1 and Tables 1&4).

2.2. ZeroShot Learning

As a closely related problem, ZSL assumes that no visual

samples are given for target classes. To address such data

sparsity issue, existing ZSL approaches employ attributes or

textual description of object classes as an intermediate fea-

ture space that can transfer knowledge across source/target

classes [26, 12, 32, 17, 29, 31, 14]. This is made possible by

directly learning a mapping from the visual image space to

a semantic space (e.g., attribute space) only with the source

class data. However, when the learned mapping is applied

to the target class data, the domain gap occurs [11, 33],

which is known as the biggest challenge in ZSL. In this

work, our model is seamlessly extended to ZSL, because

we only exploit the source class data, along with the se-

mantic relations between target classes and source classes.

Since our model enables us to learn transferable visual fea-

tures for both source and target class samples, the domain

gap issue can be alleviated. We show that our transfer-

able features can improve the performance of the mapping-

learning-based ZSL model (see Table 5).

2.3. Knowledge Transfer with Class Hierarchy

In the area of FSL/ZSL, little attention has been paid to

knowledge transfer with the class hierarchy. Two excep-

tions are: (1) The relation between attributes and super-

classes (from the class hierarchy) is learned for semantic

embedding in ZSL [9]; (2) The class hierarchy is used to

define a semantic space for ZSL [1]. However, in these two

works, the class hierarchy is obtained from the manually-

defined hierarchical taxonomy, which needs the additional

cost to collect. In this work, our model is more scalable

by generating the class hierarchy automatically with data-

driven clustering overall source/target classes. In addition,

the class hierarchy is not involved in feature learning in

[1, 9].

3. Model

3.1. Problem Definition

We first formally define the large-scale FSL problem as

follows. Let Ssource denote the set of source classes and

Starget denote the set of target classes. These two sets of

classes are disjoint, i.e., Ssource ∩ Starget = φ. We are

given a large-scale sample set Dsource from source classes

Ssource, a few-shot sample set Dtarget from target classes

Starget, and a test set Dtest from target classes Starget.

Dsource contains sufficient labeled samples for each source

class, whereas Dtarget contains only a few (≤ 5 in this pa-

per) labeled samples for each target class. The goal of large-

scale FSL is to obtain good classification results on Dtest.

Our approach to large-scale FSL consists of two phases:

transferable visual feature learning and label inference with

learned features. The details of these two phases are given

below.

3.2. Feature Learning

We propose a novel transferable feature learning model

for large-scale FSL. In this model, a tree-structured class

hierarchy is first constructed to encode semantic relations
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Figure 4. Overview of the proposed feature learning model. In this model, a tree-structured class hierarchy is first constructed to encode

semantic relations between source and target classes; after that, by proposing a novel hierarchical prediction net, we integrate the prior

knowledge from the class hierarchy to learn transferable features. Notation: ‘FC’– fully-connected network.

between source and target classes; after that, a hierarchical

prediction net is proposed to integrate the prior knowledge

from the class hierarchy for learning transferrable visual

features for large-scale FSL. The proposed model is trained

with the source class data Dsource as well as the semantic

relations between source and target classes.

We first provide a data-driven approach to generate tree-

structured class hierarchy, without the need of a human-

annotated taxonomy. Specifically, we first represent each

source/target class name using a word vector extracted from

a skip-gram text model [16] trained on a corpus of 4.6M

Wikipedia documents. In our class hierarchy, both target

classes and source classes are exploited as leaves (i.e., class

nodes) of the tree. They form the bottom class layer of

the class hierarchy. Starting from the leaves, we obtain the

nodes in the upper layer by clustering over the word vectors

of the nodes in the lower layer. Each cluster then forms a

parent node (i.e., a superclass node) in the upper layer of

the tree, and the word vector of the superclass is an average

of word vectors of its children classes. Superclass nodes in

the same layer form a superclass layer. By using such an

approach, we can obtain a tree-structured class hierarchy,

which consists of n superclasses layers and one class layer

(see Figure 3). To simplify, we denote l1 for the class layer

and li(i = 2, ..., n + 1) for n superclass layers. Since the

superclasses share across both source and target classes, our

model is expected to represent well the target class samples.

With the obtained class hierarchy, we now propose the

transferable feature learning model. Concretely, we extend

a CNN model by a hierarchical prediction net, as shown in

the purple box in Figure 4. This net consists of two steps

for predicting the superclass labels, using the shared CNN

generated features (see the red box in Figure 4). The first

step is to predict the labels at different class/superclass lay-

ers (see the yellow dashed box in Figure 4), so that the su-

perclasses shared across source classes and target classes

make the learned features suitable for representing the tar-

get classes. The second step is to encode the hierarchical

structure of class/superclass layers into superclass label pre-

diction (see the green dashed box in Figure 4). That is, we

infer superclass labels of each layer by combining the pre-

diction results of the same and lower class/superclass layers

obtained by the first step. Since the hierarchy between con-

secutive layers is shared and transferred across the source

and target classes, the encoded hierarchical structure thus

further improves the transferability of the learned deep vi-

sual features. The technical details are given as follows.

For the first class/superclass label prediction step, we add

n+1 unshared fully-connected (FC) networks with softmax

layers on top of the CNN model (see the yellow dashed box

in Figure 4). Given an object sample, each FC network thus

predicts the probability distribution of classes/superclasses

at the corresponding layer.

For the second superclass label prediction step, we en-

code the hierarchical structure among class/superclass lay-

ers by using n unshared FC networks, each inferring the

labels at the corresponding superclass layer (see the green

dashed box in Figure 4). To model the hierarchical structure

between consecutive layers, we concatenate all the outputs

of the current layer and its lower layers in the first step as the

input and feed it into the FC network in the second step at

the corresponding layer. To be specific, for the FC network

corresponding to the lowest superclass layer (i.e., layer l2),

we combine the outputs of the bottom two layers in the first

prediction step as its input. The output of this FC network is

the final prediction results concerning the lowest superclass

layer. Its formal formulation is given as:

p̂l2 = F2
l2
(pl1 ⊕ pl2) (1)

where pl1 denotes the output of the bottom FC network in

the first prediction step which means the prediction results

of class layer, pl2 denotes the output of second FC network
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in the first step which means the prediction results of the

lowest superclass layer in the first step. ⊕(·) is a concate-

nation operator by channel, and F2

l2
(·) is a forward step of

the FC network corresponding to the layer l2 in the second

prediction step. The output p̂l2 denotes a final predicted

distribution over all possible superclass labels at the second

layer of the hierarchy.

Similarly, we can also infer the superclass labels in the

li(i = 3, ..., n+1) layer by an FC network with the predic-

tion results of the layers {lj : j <= i} in the first prediction

step as its input. Therefore, by merging these hierarchical

inference steps with the original class label prediction step,

we define the loss function for an image x as follows:

pli = F1
li
(G(x)), i = 1, ..., n+ 1

p̂li = F2
li
(

i

⊕
j=1

plj ), i = 2, ..., n+ 1

L(x, Y ; Θ) = Lcls(yl1 , pl1) +

n+1∑

i=2

λiLcls(yli , p̂li)

(2)

where G denote a forward step of the CNN for feature ex-

traction. F1

li
and F2

li
respectively denote a forward step of

the FC network corresponding to layer li in the first and

second step. pli denotes the predicted distribution over pos-

sible classes/superclasses in layer li in the first step. p̂li
denotes the final predicted distribution over possible super-

classes in layer li. ⊕ is a concatenation operator by channel.

Y = {yli , i = 1, .., n+ 1} collects the true class/superclass

labels of the image x, where yli denotes the label corre-

sponding to layer li. Θ denotes the parameters of the full

network. Lcls denotes the cross entropy loss for classifica-

tion, and λi weights these losses.

3.3. Label Inference

Once our feature learning model is trained with the

source class data, it can be used to extract features for image

samples from target classes (i.e., samples from Dtarget and

Dtest). With these visual features, we directly use a simple

nearest neighbor search method for inferring the labels of

test samples from Dtest. Specifically, for each target class,

we compute the average of the visual features of its few-shot

samples as its reference. Given a test image, we compute its

cosine distance to each class reference and predict its class

label as the one with the smallest distance.

3.4. Extension to LargeScale ZSL

Although the proposed feature learning model is orig-

inally designed for large-scale FSL, it can be easily ex-

tended to large-scale ZSL: the training data contain all the

instances from the large-scale source(seen) classes but with-

out any visual samples from target(unseen) classes. Con-

cretely, we first construct a tree-structured class hierarchy

using word vectors of all seen and unseen class names as

in Sec. 3.2. With the obtained class hierarchy, we further

train our deep feature learning model over the whole train-

ing set (i.e., all seen class samples) as before. When the vi-

sual features are extracted with our feature learning model,

we can infer the labels of test images using the state-of-the-

art mapping-learning-based ZSL model [11]. Experimen-

tal results on a large-scale benchmark dataset show that our

method can improve the representative model [11] and cre-

ate a new state-of-the-art for large-scale ZSL.

4. Experiments and Discussion

4.1. LargeScale FSL

4.1.1 Experimental Setup

Dataset and Settings. A new benchmark dataset is de-

rived from ILSVRC2012/2010 (ImNet) [11] for perfor-

mance evaluation. This dataset is organized into three parts:

a training set of many labeled source class samples, a few-

shot set of few labeled target class samples, and a test set of

the rest target class samples. Concretely, the 1,000 classes

of ILSVRC2012 are used as the source classes, and the 360

classes of ILSVRC2010 (not included in ILSVRC2012) are

used as the target classes, as in [11]. A strong baseline

is obtained directly by using ImageNet ILSVRC2012 1K

classes pretrained ResNet50 [8] as the deep feature embed-

ding model, followed by simply performing nearest neigh-

bor search based classification over target class samples.

We compare our model with four large-scale FSL models:

(1) NN – the nearest neighbor (NN) search-based strong

baseline performed in the feature space using K samples

per target class as the references. The knowledge transfer

is realized with the feature space formed with pretrained

ResNet50. (2) SGM – the low-shot learning model using

the squared gradient magnitude (SGM) loss [7]. (3) PPA –

the parameter prediction with activations (PPA) model [20].

(4) LSD – the low-shot learning model with large-scale dif-

fusion (LSD). The top-5 accuracy overall test images from

360 target classes is computed for each K (i.e. the number

of samples per target class) as the evaluation metric.

Network Architecture and Training Details. In this work,

we construct a 3-superclass-layer class hierarchy for trans-

ferable feature learning. These three superclass layers have

200, 40, and 8 superclasses, respectively. The clustering

method used for constructing class hierarchy is k-means

clustering over word vectors of source/target class names.

In our feature learning model, all layers before the last

pooling layer of ResNet50 [8] are used as our CNN sub-

net (see the red box in Figure 4). For the FC networks in

the hierarchical prediction net (see the purple box in Fig-

ure 4), we exploit sequential networks with two FC layers

followed by ReLU non-linearity layers. The convolutional

layers of our CNN subnet are pre-trained on the ImageNet

2012 dataset [22], while the other layers are trained from
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Models K = 1 2 3 4 5

NN 34.2 43.6 48.7 52.3 54.0

SGM[7] 31.6 42.5 49.0 53.5 56.8

PPA[30] 33.0 43.1 48.5 52.5 55.4

LSD[2] 33.2 44.7 50.2 53.4 57.6

Ours 39.0 48.9 54.9 58.7 60.5

Table 1. Comparative results for large-scale FSL on the ImNet

dataset, which contains 1,000 source classes. The top-5 classifi-

cation accuracy (%) over the target class samples is used as the

evaluation metric. Our model is shown to significantly outperform

the state-of-the-art alternatives. The visualization of these results

is shown in Figure 1.

scratch. Stochastic gradient descent (SGD) [13] with mo-

mentum is used for model training with a base learning rate

of 0.001. For those layers trained from scratch, their learn-

ing rate is 10 times the base learning rate. The entire net-

work is trained for 20 epochs on the source class data. The

mini-batch size, weight decay, momentum and λi (in Eq. 2)

are set to 128, 0.0005, 0.9, and 1, respectively.

4.1.2 Comparative Results

The comparative results on the ImNet dataset for large-scale

FSL are presented in Figure 1 and Table 1. It can be ob-

served that: (1) Our model outperforms the state-of-the-art

large-scale FSL methods, and the improvements are more

significant with smaller K. This means that our model is

really effective for large-scale FSL. (2) The baseline NN

method is competitive and even beats the state-of-the-art

when K = 1. Note that LSD, SGM, and PPA also freeze

the same pretrained ResNet50 for visual feature extraction.

This result thus shows that most of the knowledge transfer

is done by this initial step and the actual transfer learning

methods proposed in LSD, SGM and PPA are not effective

with low K values. (3) Without the class hierarchy, our

model degenerates to the NN baseline. Ours vs. NN thus

serves as the ablation study showing how much the class hi-

erarchy guided feature learning contributes to the superior

performance of our model.

4.1.3 Hierarchy Construction with Source Classes

Our model can be easily extended to the class hierarchy

built with only source classes. Concretely, we use all source

classes as leaves (i.e., class nodes) and then group them into

higher-level superclasses, as in Sec. 3.2. Similarly, we rec-

ognize target class samples by using the proposed feature

learning and label inference models. Figure 5 provides the

comparative results obtained by the proposed model using

class hierarchies built with only source classes and the hier-

archy built with source/target classes. The two hierarchies

have the same numbers of superclass layers and number of

superclasses in each layer. With these two hierarchies, the

proposed model is shown to achieve similar performance.
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Figure 5. Comparative top-5 accuracy (%) obtained by our model

using the hierarchy built with only source classes and the hierarchy

built with source/target classes. Our model is shown similar results

on both two hierarchies, indicating that our model is effective even

without any information from target classes.

No. n c1 c2 c3 c4

1 1 40 – – –

2 2 100 10 – –

3 3 200 40 8 –

4 4 400 160 64 24

Table 2. The details of the four class hierarchies used for select-

ing the best number of superclass layers on the large-scale ImNet

dataset. Notations: n – the total number of superclass layers; ci –

the number of superclasses in the i-th superclass layer (i.e., li+1).

This suggests that our model can extract transferable fea-

tures for target class samples even without any information

from target classes. This is an important result because it

shows that the learned feature embedding can generalize to

unknown classes. It can be expected that, even without tar-

get class names, the semantic relations learned from large

text corpus are still encoded into the class hierarchy, mak-

ing it possible to learn transferable features for target class

samples. In other words, the semantic relationship itself is

transferable, thus making the learned features transferable.

4.1.4 Hyperparameter Selection for Class Hierarchy

Construction

Note that the number of superclass layers and the number

of superclasses at each layer are important hyperparame-

ters for class hierarchy construction. Our model follows

the recent meta-learning papers [25, 28] to select the hy-

perparameter values: Firstly, the set of source classes is

split into training and validation data/classes; Secondly, the

hyperparameters are tuned on the validation data; Finally,

we fix the hyperparameters and train our model using all

source classes. This hyperparameter strategy determines a

3-superclass-layer class hierarchy, whose three superclass

layers respectively have 200, 40, and 8 superclasses for our

model. In the following, we provide experimental results to

validate the effectiveness of the selected hierarchy structure.
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Figure 6. Comparative results obtained by our feature learning

model using the hierarchies with different numbers of superclass

layers on the large-scale ImNet dataset.

No. n c1 c2 c3

1 3 100 20 8

2 3 200 40 8

3 3 400 80 8

Table 3. The details of the three class hierarchies used for selecting

the suitable number of superclasses at each superclass layer. The

notations are exactly the same as in Table 2.

To validate the effectiveness of the selected number

of superclass layers, we construct four class hierarchies

with different structures for comparison, and then train our

feature learning model with these class hierarchies, as in

Sec 3.2. In the same hierarchy, each cluster has similar

numbers of nodes on average. The details of the four class

hierarchies are given in Table 2. Figure 6 provides the com-

parative results obtained by our model using the four class

hierarchies on the large-scale ImNet dataset. The top-5 clas-

sification accuracy (%) on target classes is used as the eval-

uation metric. It can be observed that the class hierarchy

with 3 superclass layers yields the best results.

Given the best number of superclass layers, we then con-

duct experiments to validate the selected number of super-

classes at each superclass layer. Concretely, we first con-

struct two additional class hierarchies with 3 superclass lay-

ers for comparison and then train our feature learning model

with these two hierarchies. The details of these hierarchies

are given in Table 3. The comparative results obtained by

our model with these hierarchies on the ImNet dataset are

given in Figure 7. It can be seen that the selected number of

superclass layers yields the best results. This indicates that

the hyperparameter values obtained by cross-validation are

indeed optimal.

4.1.5 Further Evaluation

Comparison to Previous Large-Scale FSL Results. An-

other large-scale FSL setting is adopted by some recent low-

shot learning models [7, 30, 2] and thus used here for di-
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Figure 7. Comparative results obtained by our feature learning

model using the hierarchies with different superclass numbers at

each superclass layer on the ImNet dataset. Each hierarchy has

three superclass layers.

Models K = 1 2 5 10 20

NN 49.5 59.9 70.1 75.1 77.6

PN[25] 49.6 64.0 74.4 78.1 80.0

MN[28] 53.3 63.4 72.7 77.4 81.2

SGM[7] 45.1 58.8 72.7 79.1 82.6

LSD[2] 57.7 66.9 73.8 77.6 80.0

PMN[30] 54.7 66.8 77.4 81.4 83.8

Ours 58.1 67.3 77.6 81.8 84.2

Table 4. Comparative results for large-scale FSL on the Ima-

geNet1K dataset.

rect comparison with them. Under this setting, the Ima-

geNet 1K dataset [7] is selected for performance evaluation,

with a source/target class split of 389/611. The visual fea-

tures are extracted using ResNet50 model [8] trained from

scratch with all source samples. We follow the same ex-

perimental setup as in [7]: all ImageNet training samples

for the source classes, together with K samples per class

for the target classes, are available in the training process.

We compare our model with six alternatives: NN – near-

est neighbor, MN – matching net[28], PN – prototypical net

[25], SGM – squared gradient magnitude [7], LSD – large-

scale diffusion [2], and PMN – prototype matching net [30].

The top-5 classification accuracy on target classes is used

as the evaluation metric. Table 4 provides the compara-

tive results for FSL on the ImageNet1K dataset. It can be

seen that our model consistently outperforms the state-of-

the-art low-shot learning models [30, 2, 7]. This indicates

that the knowledge transfer with class hierarchy induced by

our model gives us the edge over existing methods for large-

scale FSL. In addition, the NN baseline is shown to be the

weakest under this FSL setting. Our explanation is that:

only 389 source classes (out of 1000 ImageNet classes) are

utilized to train the ResNet50 model, and the obtained fea-

ture embedding model is not strong enough to beat the state-

of-the-art large-scale FSL models.
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Damselfly Admiral Monarch Lycaenid Moth Nymphalid 

Figure 8. Examples of the superclasses generated by clustering on the ImNet dataset. The source class names are in blue color, while the

target class names are in red color. Each class is provided with a visual example. It can be clearly seen that a target class tends to be

semantically related to a number of source classes within the same superclass.

Qualitative Results. We provide qualitative results to show

why the class hierarchy benefits large-scale FSL. Figure 8

shows two examples of superclasses generated by clustering

on the large-scale ImNet dataset. It can be clearly seen that

a target class tends to be semantically related to a number of

source classes within the same superclass. Since the super-

classes are shared across the source and target classes, the

encoded class hierarchy itself is transferable, thus making

the learned features transferable.

4.2. LargeScale ZSL

4.2.1 Experimental Setup

In order to assess the suitability of our model for the large-

scale ZSL problem, we also run a group of experiments on

the large-scale ImNet dataset under the ZSL setting, as in

[11]. The only difference from large-scale FSL lies in that

no visual samples from target(unseen) classes are provided

during the training process, i.e., all samples from unseen

classes are used as the test data. The top-5 classification ac-

curacy on all unseen class samples is used as the evaluation

metric for large-scale ZSL, as in [11, 5]. We compare our

model with the recent and representative ZSL models that

have achieved the state-of-the-art results.

4.2.2 Experimental Results

Table 5 presents the comparative ZSL results on the large-

scale ImNet dataset. It can be seen that: (1) Our model

yields the best results, i.e., it scales well to large-scale ZSL.

(2) Our model achieves about 2-5% improvements over

the state-of-the-art deep ZSL models [17, 29, 32], showing

the effectiveness of our model for solving large-scale ZSL

problems. (3) The improvements over the state-of-the-art

Model Top-5 accuracy (%)

AMP [6] 13.1

SS-Voc [5] 16.8

DeViSE [4] 12.8

ConSE [18] 15.5

VZSL [29] 23.1

CVAE [17] 24.7

DEM [32] 25.7

SAE [11] 27.2

Ours 27.9

Table 5. Comparative results for large-scale ZSL on the ImNet

dataset. Our model is shown to yield the best results.

mapping-learning-based ZSL model [11] demonstrate that

the proposed model is more suitable for alleviating the do-

main gap issue in large-scale ZSL.

5. Conclusion

In this paper, we make an important observation that ex-

isting large-scale FSL approaches struggle to beat a simple

feature of embedding learning + NN based baseline, indi-

cating their limited scalability and effectiveness. To tackle

this problem, we proposed a novel large-scale FSL model

by learning transferable visual features with the class hier-

archy which encodes the semantic relations between source

and target classes. Extensive experiments show that our

model achieves state-of-the-art results. Moreover, the pro-

posed model is also shown to achieve promising results in

the large-scale ZSL problem.
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