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Abstract

Face parsing computes pixel-wise label maps for differ-

ent semantic components (e.g., hair, mouth, eyes) from face

images. Existing face parsing literature have illustrated

significant advantages by focusing on individual regions of

interest (RoIs) for faces and facial components. However,

the traditional crop-and-resize focusing mechanism ignores

all contextual area outside the RoIs, and thus is not suit-

able when the component area is unpredictable, e.g. hair.

Inspired by the physiological vision system of human, we

propose a novel RoI Tanh-warping operator that combines

the central vision and the peripheral vision together. It ad-

dresses the dilemma between a limited sized RoI for focus-

ing and an unpredictable area of surrounding context for

peripheral information. To this end, we propose a novel

hybrid convolutional neural network for face parsing. It

uses hierarchical local based method for inner facial com-

ponents and global methods for outer facial components.

The whole framework is simple and principled, and can

be trained end-to-end. To facilitate future research of face

parsing, we also manually relabel the training data of the

HELEN dataset and will make it public. Experiments on

both HELEN and LFW-PL benchmarks demonstrate that

our method surpasses state-of-the-art methods.

1. Introduction

Given an input face image, face parsing assigns a pixel-

wise label for each semantic component, e.g., hair, facial

skins, eyes, nose, mouth and etc.. Compared with face

alignment, face parsing can provide more precise areas, and

more importantly, face parsing can output the hair area,

which is necessary for a variety of high level applications,

such as face understanding, editing and animation.
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Figure 1. Our face parsing results. The proposed method is able

to segment facial components as well as whole hair regions. It

can also distinguish people who are close. Different brightness

represent different individuals. (Best viewed in color)

Previous face parsing methods cannot handle hair seg-

mentation very well. Some previous works [28, 14, 6] crop

a fixed-size area around the face and ignore the surrounding

area. These methods often fail to obtain the whole hair area.

[17] propose using Fully Convolutional Networks (FCN)

and Recurrent Propagation for face parsing, but it cannot

distinguish the hair area of different people nearby. There

are also some face parsing algorithms [31, 10, 20, 35] that

just ignore the hair area due to the limitations of the algo-

rithm or the data.

The difficulty of the segmentation of both the inner facial

components and the hair at one time is as follows. Gener-

ally, it is possible to improve accuracy by predicting each

face region first, and then predict the per-pixel mask in each

region individually. The estimated region yields good hints,

including spatial constraint and instance information, for

predicting high accuracy masks. However, if only focus-

ing on the center of the face, the hair in the surrounding

area will be ignored. This is a problem because we need

an accurate and tight location of each face for inner facial

components while requiring the surrounding context for the

hair region.

Our method is inspired by the human vision. When look-

ing at something, human combine information of central vi-
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sion and peripheral vision [13]. While central vision covers

narrow degrees of the visual field straight ahead of us, pe-

ripheral vision covers the rest. Peripheral vision is not as

sharp as central vision, but has wider range and helps us

detect events to the side, even when we’re not looking in

that direction. Based on this characteristic, we propose a

novel RoI Tanh-warping operator which non-linearly maps

the whole image into a fixed-size. It addresses the dilemma

between fixed input size and the unpredictable area of hair

while reserving the amplified resolution on important re-

gions.

Then, we feed the warped face image into a neural net-

work. We use different strategies to process the inner and

outer components of the face. For the inner components,

e.g. brows, eyes, nose and mouth, the network first pre-

dicts the bounding-box of each component, then maps the

features of each component to a fixed size through RoI

align [9], a subnetwork is adopted to get the segmentation

mask for each component. For the outer components, e.g.

hair, face region and background, we append a FCN [29]

to predict their masks. Compared with existing local-based

face parsing methods [20, 35, 17, 6], the proposed architec-

ture reduces the computation cost greatly through sharing

features and can be trained in an end-to-end way.

To the best of our knowledge, there are only a few public

face parsing datasets, such as the HELEN [27] and LFW

part label (LFW-PL) [11]. However, LFW-PL only labels 3

classes and the labeling of the HELEN’s training data is not

very precise, especially for hair. To facilitate future research

of face parsing, we manually relabel the training data of

HELEN. New labels are more accurate. We will publicize

the new labellings, and hope it will attract more researcher

to the topic of face parsing.

Without bells and whistles, our network surpasses previ-

ous state-of-the-art results on HELEN [27] (trained on both

new and old labellings) and LFW part label (LFW-PL) [11]

datasets. We summarize our contributions as follows:

1. We propose a novel method to address the problem of

face parsing, for inner facial parts and hair. To the best

of our knowledge, it is the first attempt to jointly solve

the strongly related and severely imbalanced parts to-

gether, efficiently leveraging the spatial relationships

between different parts.

2. We introduce a new RoI Tanh-warping operation,

which emphasizes the central face while retaining the

peripheral parts (i.e., surrounding context) of the face,

addressing the dilemma between fixed input size and

unpredictable area of hair.

3. We devise a neural network which integrates a Mask

R-CNN-fashion [9] branch and a FCN-fashion [19]

branch to treat inner and outer facial parts, respec-

tively. The hybrid method is simple, principled and

can be trained end-to-end.

4. The results of our method surpasses all previous meth-

ods significantly on HELEN and LFW-PL dataset. We

also relabel the original HELEN dataset (mislabeled

much) and plan to publicize it to facilitate future re-

search.

2. Related Work

Semantic Segmentation Semantic segmentation for

generic images has become a fundamental topic in com-

puter vision, and achieved significant progress, e.g.[7, 19,

22, 3, 4, 33, 5, 21, 12, 9]. FCN [19] is a well-known base-

line for generic images which employs full convolution on

the entire image to extract per-pixel feature. Following this

work, CRFasRNN [33] and DeepLab [4] adopt dense CRF

optimization to refine the predicted label map. Hayder et

al. [8] represent the segmentation mask as a truncated dis-

tance transform to alleviate the information loss caused by

erroneous box cropping. Recently, Mask R-CNN [9] fur-

ther advances the cutting edge of semantic segmentation

through extending Faster R-CNN [23] and integrating a

novel RoIAlign. However, directly applying these generic

methods for face parsing may fail to model the complex-

yet-varying spatial layout across face parts, especially hair,

leading to unsatisfactory results.

Face Parsing Most existing approaches for face parsing

can be categorized into two groups: global-based and local-

based methods.

Global-based methods directly predict per-pixel seman-

tic label over the whole face image. Early works represent

spatial correlation between facial parts by various designed

models, such as the epitome model [30] and the exemplar-

based method [27]. With the advance of deep learning tech-

niques, a variety of CNN structures and loss functions are

proposed to encode the underlying layouts of the whole

face. Liu et al. [18] integrate the CNN into the CRF frame-

work, and jointly model pixel-wise likelihoods and label

dependencies through a multi-objective learning method.

Jackson et al. [10] use facial landmarks as the guidance, and

integrate boundary cue into CNN to implicitly confine facial

regions. Zhou et al. [34] design an architecture which em-

ploys fully-convolutional network, super-pixel information,

and CRF model jointly. Wei et al. [31] propose automat-

ically regulating receptive fields in a deep image parsing

network, therein obtaining better receptive fields for facial

parsing. Besides these works, Saito et al. [24] try to reduce

computation to achieve real-time performance.

These kinds of methods treat face parts globally and in-

herently integrate the prior of the face layout. Nevertheless,

accuracy is limited due to the lack of focusing on each indi-

vidual part.
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