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Abstract

Single-stage object detectors have recently gained popularity due to their combined advantage of high detection accuracy and real-time speed. However, while promising results have been achieved by these detectors on standard-sized objects, their performance on small objects is far from satisfactory. To detect very small/large objects, classical pyramid representation can be exploited, where an image pyramid is used to build a feature pyramid (featurized image pyramid), enabling detection across a range of scales. Existing single-stage detectors avoid such a featurized image pyramid representation due to its memory and time complexity. In this paper, we introduce a light-weight architecture to efficiently produce featurized image pyramid in a single-stage detection framework. The resulting multi-scale features are then injected into the prediction layers of the detector using an attention module. The performance of our detector is validated on two benchmarks: PASCAL VOC and MS COCO. For a 300×300 input, our detector operates at 111 frames per second (FPS) on a Titan X GPU, providing state-of-the-art detection accuracy on PASCAL VOC 2007 testset. On the MS COCO testset, our detector achieves state-of-the-art results surpassing all existing single-stage methods in the case of single-scale inference.

1. Introduction

Generic object detection is one of the fundamental problems in computer vision, with numerous real-world applications in robotics, autonomous driving and video surveillance. Recent advances in generic object detection have been largely attributed to the successful deployment of convolutional neural networks (CNNs) in detection frameworks. Generally, deep object detection approaches can be roughly divided into two categories: two-stage [13, 14, 16, 29] and single-stage detectors [19, 28, 5]. In two-stage approaches, object proposals are first generated and later classified and regressed. Single-stage approaches, on the other hand, directly regress the default anchors into detection boxes by sampling grids on the input image. Single-stage object detectors are generally computationally efficient but inferior in detection accuracy compared to their two-stage counterparts [18].

Among single-stage methods, the Single Shot Multibox Detector (SSD) [28] has recently been shown to provide an optimal tradeoff between speed and detection accuracy. The standard SSD utilizes a VGG-16 architecture as the base network and adds further convolutional (conv) feature layers to the end of the truncated base network. In SSD, independent predictions are made by layers of varying resolutions, where shallow or former layers contribute to predicting small objects while deep or later layers are devoted to detecting large objects. Despite its success, SSD struggles to handle large scale variations across object instances. In particular, the detection performance of SSD on small objects is far from satisfactory [18], which is likely due to the limited information in shallow or former layers.

Multiple solutions have been proposed in the literature to alleviate the issues stemming from scale variations. Feature pyramid is an essential component in many recognition systems, forming the basic ground for a standard solution [1]. Building feature pyramids from image pyramids (featurized image pyramids) has long been pursued and employed in many classical hand-crafted methods [11, 9]. Modern deep object detectors also typically employ some forms of pyramid representation, even though the CNNs used in these approaches are robust to scale variation.

For two-stage methods, earlier works [29, 13] advocated the use of single scale features (see Fig. 1(c)). In contrast, recent two-stage methods [24] have investigated feature pyramid to obtain more accurate detection (see Fig. 1(b)).
We introduce a light-weight featurized image pyramid network (LFIP) to produce a multi-scale feature representation. Within the LFIP network (see Fig. 1(e)), an input image is first iteratively downsampled to construct an image pyramid hierarchy, which is then fed to a shallow convolutional block, resulting in a feature pyramid where each level of an image pyramid is featurized. Multi-scale features from the feature pyramid are then combined with the standard SSD features, in an attention module, in order to boost the discriminative power. Furthermore, we introduce a forward fusion module to integrate features from both the former and current layers.

We perform extensive experiments on two benchmarks: PASCAL VOC and MS COCO. Our detector provides superior results on both datasets compared to existing single-stage methods. Further, our approach provides significantly improved results on small objects achieving an absolute gain of 7.4% in average precision (AP) on MS COCO small set, compared with the baseline SSD.

2. Baseline Detector: SSD

We base our approach on the SSD [28] which employs a VGG-16 architecture as the backbone network. Given an input image \( I \) of size \( 300 \times 300 \), the SSD uses \( \text{conv}4_3 \) layer with feature size \( 38 \times 38 \) and \( FC.7 \) (converted into a conv layer) with feature size \( 19 \times 19 \) from the original VGG-16 architecture. It truncates the last fully connected layer of the VGG-16 network and further adds a series of progressively smaller conv layers: \( \text{conv}8_2, \text{conv}9_2, \text{conv}10_2 \) and \( \text{conv}11_2 \), with feature size \( 10 \times 10, 5 \times 5, 3 \times 3 \) and \( 1 \times 1 \), respectively, at the end for detection. The detector adopts a pyramid hierarchical structure where shallow layers (i.e. \( \text{conv}4_3 \)) predict small object instances and deep layers (i.e. \( \text{conv}8_2 \)) detect large object instances. In this way, each of the aforementioned layers are used for score predictions and offsets, over a predefined set of bounding boxes. The score predictions are performed by \( 3 \times 3 \times N \) filter dimensions, where \( N \) is the number of channels. Consequently, non-maximum suppression (NMS) is applied to obtain final detection scores. We refer to [28] for details.

As mentioned above, the standard SSD localizes objects in a pyramidial hierarchy by exploiting multiple CNN layers, with each layer designated to detect objects of a specific scale. This implies that small object instances are detected using former layers with small receptive fields, while deep layers with large receptive fields are used to localize large object instances. However, the SSD struggles to accurately detect small object instances due to limited information in shallow layers, compared to deep layers [18]. Fu et al. [12] proposed to use deconvolution layers to introduce large-scale context and a better feature extraction network (ResNet) to improve the accuracy. Cao et al. [4] also investigated the problem of small object detection and introduced contextual information to the SSD. However, these approaches improve SSD at the cost of reduction in speed. Further, the additional contextual information may introduce unnecessary background noise, resulting in a deterioration of accuracy in some cases. Zhang et al. [34] extended...
3. Method

Here, we first describe the overall architecture of our approach and introduce an alternative feature extraction strategy, utilized in our light-weight featurized image pyramid network module. Afterwards, we introduce feature attention and forward fusion modules. The overall architecture of our detector, named LFIP-SSD, is illustrated in Fig. 2(a). LFIP-SSD comprises of two main parts: the standard SSD network and the proposed light-weight featurized image pyramid network (LFIP) to produce a feature pyramid representation. As in [28], we employ VGG-16 as the backbone and add a series of progressively smaller conv layers. Different to the standard SSD, LFIP contains an iterative down sampling and a light-weight convolutional block. Features from the LFIP are then injected into the standard SSD layers using an attention module. The resulting features of the current layer are then fused with their former layer counterpart in a forward fusion module.

3.1. Feature Extraction Strategy

Conventional object detection frameworks typically extract features either from a VGG-16 or ResNet-50, in a repeated stack of convolutional blocks and max-pooling operations (see Fig. 3(a)). Though the resulting features are semantically strong, they tend to lose discriminative information that likely contributes towards accurate object classification. As an alternative, we introduce an efficient feature extraction strategy (see Fig. 3(b)). In our strategy, an input image is first downsampl ed, either by interpolation or a pooling operation, to the desired target size of different SSD prediction layers. These downsampled images are then passed through a shallow convolutional block. Compared to the deep CNNs in the traditional image pyramid network, our shallow convolutional block provides the computational efficiency required for high-speed detection, while enhancing discriminative information for multi-scale detection.

3.2. Light-weight Featurized Image Pyramid

As discussed earlier, standard featurized image pyramids are inefficient since each image scale is passed through a
deep CNN to extract scale-specific feature maps. High-speed single-stage detectors therefore tend to avoid such a featureized image pyramid representation. Here, we propose a simple, yet effective solution to efficiently construct a light-weight featureized image pyramid (LFIP) representation. As shown in Fig. 2(d), the LFIP network comprises of an iterative downsampling part and a light-weight convolutional block. Given an input image $I$, an image pyramid $I_p$ is first constructed through iterative downsampling:

$$I_p = \{i_1, i_2, \ldots, i_n\}$$  \hspace{1cm} (1)

where $n$ denotes the number of image pyramid levels. Image scales in the pyramid are selected to match the sizes of standard SSD prediction layer maps, such as conv4,3. Afterwards, each of the image scales is passed through a shallow convolutional block to generate the multi-scale light-weight feature maps:

$$S_p = \{s_1, s_2, \ldots, s_n\}$$  \hspace{1cm} (2)

where $s_1$ denotes the light-weight features for the conv4,3 layer of standard SSD network and $s_k$ represents the last features generated for the conv9,2 layer of the SSD network. The shallow convolutional block includes one 3×3 convolution layer and a bottleneck block, as in [17], but without the identity shortcut. The identity shortcut has been skipped due to the shallow nature of our convolutional block. The conv layers in our shallow convolutional block vary in the number of channels to match the resulting light-weight featureized image pyramids with that of standard SSD feature maps.

3.3. Feature Attention Module

Here, we describe how the light-weight featureized image pyramid, generated from our LFIP network, is injected into the standard SSD prediction layers. We introduce a feature attention module (FAM), as shown in Fig. 2(b). First, both the light-weight featureized image pyramid and standard SSD feature maps are passed through a BatchNorm (BN) layer for normalization. We consider different ways to fuse the normalized feature set: concatenation, element-wise sum and element-wise product. We found that element-wise product provides the best performance. Consequently, we employ a ReLU activation and a 3×3 conv layer to generate modulated features. For an input image $I$, standard SSD features $f_k$ from the $k^{th}$ SSD prediction layer are combined with the corresponding light-weight LFIP features $s_k$ as:

$$m_k = \phi_k(\beta(f_k) \otimes \beta(s_k))$$  \hspace{1cm} (3)

where $m_k$ are the modulated features after fusion, $\phi_k(.)$ denotes the operation including the serial ReLU and 3×3 conv layer, and $\beta(.)$ denotes the BN operation. As shown in Fig. 4, our modulated features enhance the discriminative power of standard SSD features.

3.4. Forward Fusion Module

To further enhance the spatial information, we introduce a simple forward fusion module (FFM) to integrate modulated features from both the former and current layers (Fig. 2(c)). We employ the FFM module for layers from FC_7 to conv9,2. Within FFM, each previous layer is first pass through a 3×3 conv layer to achieve the same size as the current layer. Afterwards, former $m_{k-1}$ and current $m_k$ modulated features are passed through BatchNorm (BN) and combined using an element-wise sum operation. This is followed by a ReLU operation to produce the final prediction $d_k$ as:

$$d_k = \gamma(\phi_k(m_{k-1}) \oplus \beta(m_k))$$  \hspace{1cm} (4)

where $\phi_k(.)$ denotes the operation including the serial 3x3 conv and BN layers, $\beta(.)$ is the BN operation, and $\gamma$ is the ReLU activation.

4. Experiments

We validate our approach by conducting experiments on two datasets: PASCAL VOC and MS COCO. We first introduce the two datasets and then discuss the implementation details of our proposed detector. We compare our detector with state-of-the-art object detection methods from the literature and also provide a comprehensive ablation study on the PASCAL VOC 2007 dataset.
4.1. Datasets

**PASCAL VOC [10]**: The PASCAL VOC dataset consists of 20 different object categories. For this dataset, the training is performed on a union of the VOC 2007 training set with 5k images and the VOC 2012 training set with 11k images. Evaluation is carried out on the PASCAL VOC 2007 test with 5k images. Object detection accuracy is measured in terms of mean Average Precision mAP.

**MS COCO [26]**: The MS COCO dataset consists of 160k images with 80 object categories. The dataset contains 80k training, 40k validation and 40k test-dev images. For MS COCO, training is performed on 120k images from the trainval set and evaluation is carried out on the test-dev set. We follow the standard MS COCO protocol for evaluation, where the overall performance, average precision AP, is measured by averaging over multiple IOU thresholds, ranging from 0.5 to 0.95.

4.2. Implementation Details

All experiments are conducted using VGG-16 [31], pre-trained on ImageNet [30], as the backbone. Our full training and testing code is built on Pytorch and will be publicly available. We follow the similar settings as the baseline SSD [28] for model initialization and optimization. The warm-up strategy is adopted for the first six epochs. The learning rate is first set to $2 \times 10^{-3}$ and gradually decreases to $10^{-4}$ and $10^{-5}$ at 150 and 200 epochs, respectively for the PASCAL VOC dataset. In the case of MS COCO, the same learning rate values (used in the PASCAL VOC) decreases at 90 and 120 epochs. Following [28], we use the same loss function, scales and aspect ratios of the defaults boxes and the data augmentation method. We set the weight decay to 0.0005 and the momentum to 0.9. The batch-size is set to 32 for both datasets. A total number of 250 and 160 epochs are performed for the PASCAL VOC and MS COCO datasets, respectively. The FLOPs of VGG backbone and LFIP are 1.6G and 0.9G, respectively. The FLOPs of LFIP mainly come from convolution operations followed by element-wise multiplication and addition.

4.3. Pascal VOC 2007

We first compare our detector with the baseline SSD and other existing single-stage detectors. For a fair comparison, we use the same settings for both our detector and the baseline SSD. Tab. 1 shows the comparison, in terms of speed and detection accuracy, of our detector with both the baseline SSD and several other single-stage detection methods. The baseline SSD achieves a detection mAP score of 77.2 while running at 120 FPS. Among existing single-stage detectors, RefineDet [33] and DES [34] provide detection accuracies of 80.0 and 79.7 mAP while running at 40 and 77 FPS, respectively. Our detector provides an optimal trade-off between detection accuracy and speed by providing a detection accuracy of 80.4 mAP while running at 111 FPS.

**State-of-the-art Comparison**: Here, we compare our detector with state-of-the-art single and two-stage detection methods. Tab. 2 shows a per-class comparison for varying input image sizes. Generally, two-stage object detection methods [29, 7] take a large image as input ($\sim 1000 \times 600$) compared to their single-stage counterparts. Among two-stage object detectors, CoupleNet [36] with multi-scale testing provides improved performance with 82.7 mAP. Among single-stage methods, RefineDet [33] achieves a detection accuracy of 81.8 when using an input image of size ($\sim 512 \times 512$). With the same input image size, our detector achieves similar detection accuracy while providing a 2.7-fold speedup compared to RefineDet [33].

**Runtime Analysis**: Fig. 5 shows the accuracy vs speed comparison of our detector with state-of-the-art single and two-stage methods, on the VOC 2007 test set. All detection speeds are measured on a single Titan X GPU (Maxwell architecture). Our detector processes an image at 111 FPS whereas the baseline SSD runs at 120 FPS. Among existing methods, the two-stage CoupleNet [36] provides superior detection results with a speed of 8 FPS. Our detector provides a 13-fold speedup compared to CoupleNet [36].

4.4. Ablation Study on PASCAL VOC 2007

We conduct an ablation study to validate the effectiveness of different modules proposed in our detector. We analyze the impact on detection performance of different downsampling strategies, various convolutional block depths and the light-weight multi-scale features.

**Downsampling Strategies**: We investigate three commonly used downsampling strategies to construct the image pyramid: bilinear interpolation, max pooling and average pooling. Tab. 3 (left) shows the comparison when using

<table>
<thead>
<tr>
<th>Methods</th>
<th>Backbone</th>
<th>input size</th>
<th>mAP</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD [28]</td>
<td>VGG-16</td>
<td>300 × 300</td>
<td>77.2</td>
<td>120</td>
</tr>
<tr>
<td>R-SSD [20]</td>
<td>VGG-16</td>
<td>300 × 300</td>
<td>78.5</td>
<td>35</td>
</tr>
<tr>
<td>RUN [23]</td>
<td>VGG-16</td>
<td>300 × 300</td>
<td>79.2</td>
<td>40</td>
</tr>
<tr>
<td>ESSD [35]</td>
<td>VGG-16</td>
<td>300 × 300</td>
<td>79.4</td>
<td>25</td>
</tr>
<tr>
<td>DES [34]</td>
<td>VGG-16</td>
<td>300 × 300</td>
<td>79.7</td>
<td>76.8</td>
</tr>
<tr>
<td>WeaveNet [6]</td>
<td>VGG-16</td>
<td>320 × 320</td>
<td>79.7</td>
<td>50</td>
</tr>
<tr>
<td>RefineDet [33]</td>
<td>VGG-16</td>
<td>320 × 320</td>
<td>80.0</td>
<td>40.3</td>
</tr>
<tr>
<td>Ours</td>
<td>VGG-16</td>
<td>300 × 300</td>
<td>80.4</td>
<td>111</td>
</tr>
</tbody>
</table>

Table 1. Speed and performance comparisons of our method with existing single-stage detectors on PASCAL VOC 2007 test set. For all detectors, the input image size is approximately $\sim 300 \times 300$. For a fair comparison, the speed for all detectors is measured on a single Titan X GPU (Maxwell architecture). The best two results are shown in red and blue. Our detector improves the detection accuracy by 3.2% in mAP over the baseline SSD. Further, our detector provides an optimal trade-off between detection accuracy and speed compared to existing single-stage detectors.
different downsampling strategies. The results show that changing the downsampling strategies has negligible effect on the overall detection results, though max pooling provides the best performance of 80.0 mAP.

**Shallow Convolutional Block Depth:** Here, we analyze the shallow depths of the shallow convolutional block. We consider three different strategies: constant depth, progressive incrementation and progressive decrementation. For constant depth, same number of convolution layers are used for different levels in the shallow convolutional block. In progressive incrementation, we progressively increase the depth of the shallow convolutional block for the corresponding deeper prediction layers. In progressive decrementation, we progressively decrease the depth of the shallow convolutional block for the corresponding deeper prediction layers. Tab. 3 (right) shows the impact of using different depth strategies for the shallow convolutional block. The progressive incrementation provides the best results.

**Impact of LFIP on SSD Prediction Layers:** Here, we analyze the impact of our LFIP representation on the standard SSD. We perform an experiment by systematically injecting the LFIP representation at different stages of the standard SSD model.

<table>
<thead>
<tr>
<th>Methods</th>
<th>mAP</th>
<th>Methods</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>80.4</td>
<td>Ours</td>
<td>80.4</td>
</tr>
<tr>
<td>conv 4.3</td>
<td>✓</td>
<td>conv 4.3</td>
<td>✓</td>
</tr>
<tr>
<td>conv 7</td>
<td>✓</td>
<td>conv 7</td>
<td>✓</td>
</tr>
<tr>
<td>conv 8.2</td>
<td>✓</td>
<td>conv 8.2</td>
<td>✓</td>
</tr>
<tr>
<td>conv 9.2</td>
<td>✓</td>
<td>conv 9.2</td>
<td>✓</td>
</tr>
<tr>
<td>with FFM</td>
<td>✓</td>
<td>with FFM</td>
<td>✓</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SSD</th>
<th>77.2</th>
<th>SSD</th>
<th>77.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>79.9</td>
<td>Ours</td>
<td>79.9</td>
</tr>
<tr>
<td>conv 4.3</td>
<td>✓</td>
<td>conv 4.3</td>
<td>✓</td>
</tr>
<tr>
<td>conv 7</td>
<td>✓</td>
<td>conv 7</td>
<td>✓</td>
</tr>
<tr>
<td>conv 8.2</td>
<td>✓</td>
<td>conv 8.2</td>
<td>✓</td>
</tr>
<tr>
<td>conv 9.2</td>
<td>✓</td>
<td>conv 9.2</td>
<td>✓</td>
</tr>
<tr>
<td>with FFM</td>
<td>✓</td>
<td>with FFM</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4. Ablation results on PASCAL VOC 2007 dataset with multi-scale Light-Weight Feature fusion at convolutional features at different stages of SSD model.

Figure 5. Accuracy vs speed comparison on the PASCAL VOC 2007 test set. For fair comparison, all detectors are trained on the VOC 2007+2012 trainval and the speed is measured on a single Titan X GPU. For two-stage detectors, an input image size of ∼1000×600 is used. All single-stage detectors use an input image size of ∼300×300 except YOLOv2 (544×544). Our detector achieves a 9-fold speedup compared to the two-stage CoupleNet.
Table 5. State-of-the-art comparison on MS COCO test-dev set. When using $300 \times 300$ and $512 \times 512$ input image sizes, our detector improves the overall detection performance by 4.9% and 5.8% in $AP$, respectively, compared to the baseline SSD.

![Figure 6. Qualitative results of our detector on the PASCAL VOC 2007 test set (corresponding to 81.8 mAP). The model was trained on all the train and validation datasets in VOC 2007 and VOC 2012. Each color is related to an object category.](image-url)

### 4.5. MS COCO

Here, we evaluate the performance of our detector on the MS COCO dataset. Tab. 5 shows the performance of our detector on MS COCO test-dev set. When using a $300 \times 300$ input image, our detector achieves an absolute gain of 2.8% mAP over the baseline SSD. Fig. 6 shows example detections on the VOC 2007 test set with our detector.
Qualitative results, especially on images with small objects, of our detector on the COCO test-dev (corresponding to 34.6 mAP).

Figure 8. Error analysis for the performance of the baseline SSD (top row) and our detector (bottom row) across all categories, on the overall and the small sized objects subsets. The plots in each sub-image describe a series of precision recall curves using different evaluation settings [26] and the area under each curve is shown in brackets in the legend. Our detector provides consistent improvements over the baseline SSD.

Figure 8 shows the error analysis plots of the baseline SSD (top row) and our detector (bottom row) for overall and small sized objects. The plots in each sub-image describe a series of precision recall curves using different evaluation settings, as outlined in [26]. We show the area under each curve in brackets in the legend. For the baseline SSD (top row), the overall AP at IoU=0.75 is 0.295 and perfect localization is likely to increase the AP to 0.566. Eliminating background false positives would increase the performance to 0.789 AP. In the case of our detector (bottom row), the overall AP at IoU=0.75 is 0.371 and perfect localization is likely to increase the AP to 0.638. Further, eliminating background false positives would increase the performance to 0.848 AP. When analyzing the performance on small sized objects, the improvement achieved by our detector is more prominent. Our detector increases the overall AP at IoU=0.75 from 0.089 to 0.199 and eliminating background false positives would increase the performance from 0.531 to 0.704. Fig. 7 shows example detections with our detector on the COCO test-dev.

5. Conclusion

We introduced a light-weight architecture to efficiently construct featurized image pyramids. We introduced a shallow convolutional block that takes as input the image pyramid and produces feature pyramid. Multi-scale features from the feature pyramid are then combined with standard SSD features, in an attention module. We further introduced a forward fusion module to integrate the modulated features from both former and current prediction layers. Experiments on two benchmarks clearly demonstrated that our approach provides superior detection accuracy at high speed. Acknowledgment This work was supported by the National Natural Science Foundation of China (Grant No. 61632018)
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