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Abstract

Reconstructing the high-resolution volumetric 3D shape from images is challenging due to the cubic growth of computational cost. In this paper, we propose a Fourier-based method that reconstructs a 3D shape from images in a 2D space by predicting slices in the frequency domain. According to the Fourier slice projection theorem, we introduce a thickness map to bridge the domain gap between images in the spatial domain and slices in the frequency domain. The thickness map is the 2D spatial projection of the 3D shape, which is easily predicted from the input image by a general convolutional neural network. Each slice in the frequency domain is the Fourier transform of the corresponding thickness map. All slices constitute a 3D descriptor and the 3D shape is the inverse Fourier transform of the descriptor. Using slices in the frequency domain, our method can transfer the 3D shape reconstruction from the 3D space into the 2D space, which significantly reduces the computational cost. The experiment results on the ShapeNet dataset demonstrate that our method achieves competitive reconstruction accuracy and computational efficiency compared with the state-of-the-art reconstruction methods.

1. Introduction

Deep neural networks have made good progress in 3D shape reconstruction owing to their powerful ability to extract priors from big data [18, 15, 21, 9, 6, 27, 12]. However, high-resolution 3D shape reconstruction is still challenging due to the cubic growth of computational cost. The high computational requirements may be reduced by using efficient data structures, such as prob [11] and Octree [22] in the spatial domain, but these methods often require more complicated training procedures and customized network architectures [19]. In this paper, we analyze the 3D shape in the frequency domain and propose a simple method to reconstruct the 3D shape in the 2D space with a general 2D convolutional neural network.

3D reconstruction in the frequency domain has been proven to be effective in medical and cryo-microscopy image processing [26, 25]. Much work [25, 24] shows that a 3D shape can be reconstructed from a series of 2D slices in the frequency domain. Considering that the surface of a 3D shape is always sparse, we assume that a volumetric 3D shape is reconstructed well with a compact set of the slices. Given the Fourier transform of a 3D shape at $32 \times 32 \times 32$ resolution, we select 2D slices along the coordinate axis direction, i.e., from the low-frequency to the high-frequency. Figure 1 shows the inverse Fourier transform results. We found that the reconstruction error is reduced below 10% with only three slices selected along each axis direction. This observation motivates us to design a 3D shape reconstruction method in the 2D space by predicting slices in the frequency domain.

Different from the 3D shape reconstruction from medical images, in which each slice is calculated directly from a CT or MR image, we aim to train a model to predict slices from ordinary RGB or gray image. Due to the information gap between the spatial domain (images) and the frequency domain (slices), it is difficult to learn a projection function from an ordinary image to a slice using deep neural networks directly. To deal with this problem, we introduce an intermediate representation, thickness map. Our idea comes from the Fourier slice theorem (or Fourier projection-slice theorem), a famous theorem in medical image processing [1]. This theorem presents that a slice going through the origin of a 3D shape in the frequency space at an angle $\theta$ is equal to the Fourier transform of the 2D projection, which is the Radon transform of the 3D shape at the same angle $\theta$. For the 2D slice without going through the origin, we extend the Fourier slice theorem and show that they are the Fourier transform of a weighted 2D projection, which is the Radon transform of the 3D shape after a sine-weighted preprocessing. Both the 2D projection and weighted 2D projection reflect the thickness of a 3D shape or weight 3D shape, so we name it the thickness map. A diagrammatic sketch can be found in Figure 2. The Radon transform projects a 3D
The reconstruction results of the 3D shape with the different number of 2D slices in the frequency domain. The bottom cubes are the Fourier transformation of $32 \times 32 \times 32$ 3D shape. One, two, and three red slices are selected along each axis, and the other pixels in gray are zero. The last one is the ground truth. The top shows the corresponding inverse Fourier transform results. The reconstruction accuracy reaches to $93\%$ only with three selected slices along each axis direction.

Figure 2. Example of thickness maps. We show three thickness maps of the 3D airplane model. The projection view is shown at the top. Each projection view is along a different axis of the Cartesian coordinate. The corresponding thickness map is shown at the bottom. The more lighten pixel means a more volumetric grid of the 3D shape belongs to the ray paralleling to the corresponding projection view.

2. Related Work

High-resolution 3D volumetric grid reconstruction has been extensively studied for many years. Memory requirement of the high-resolution volumetric grid reconstruction approaches has been addressed with different data-adaptive discretization techniques, including Delaunay tetramerization [10], voxel block hashing [14], and Octree [3, 20, 17, 28]. To further get accurate reconstruction results, many recent high-resolution reconstruction methods were proposed by...
3. 3D Shape Reconstruction in the Frequency Domain

In this section, we provide the rigorous mathematical background of the thickness map and introduce the pipeline of the 3D shape reconstruction in the frequency domain.

3.1. Reconstruction Pipeline in the Frequency Domain

A 3D shape in the frequency domain is the Fourier transform of its spatial representation:

\[
\mathcal{F}(O)(\omega_1, \omega_2, \omega_3) = \int_{x_1, x_2, x_3} O(x_1, x_2, x_3) \exp[-2\pi i(\omega_1 x_1 + \omega_2 x_2 + \omega_3 x_3)/N] dx_1 dx_2 dx_3,
\]

where \( O \) is a volumetric 3D shape in the spatial space and \( \mathcal{F}(O) \) is the representation in the frequency space. \( N \) is the resolution of the 3D shape. \( x_i |_{i=1,2,3} \) and \( w_j |_{j=1,2,3} \) are the indices of the coordinate system in the spatial and the frequency space, respectively. Given \( \mathcal{F}(O) \), we get the 3D shape in the spatial space by the inverse Fourier transform:

\[
O(x_1, x_2, x_3) = \int_{\omega_1, \omega_2, \omega_3} \mathcal{F}(O)(\omega_1, \omega_2, \omega_3) \exp[2\pi i(\omega_1 x_1 + \omega_2 x_2 + \omega_3 x_3)/N] d\omega_1 d\omega_2 d\omega_3.
\]

As stated in the introduction, a volumetric 3D shape \( O \) can be reconstructed with a compact set of the slices of \( \mathcal{F}(O) \). Referring to the attributes of the image in the frequency space, the reconstructed image with the low-frequency information maintains the global shape, and the high-frequency information adds local details [23]. Extending to 3D shape, we select a certain number of slices along the three axis orientations from the low-frequency to the high-frequency. Then, the 3D shape \( O \) can be reconstructed by

\[
O = \mathcal{F}^{-1}\{E[s^0_{\omega_1}, s^0_{\omega_2}, s^0_{\omega_3}; s^k_{\omega_j}; \ldots; s^n_{\omega_j}]\},
\]

where \( s^k_{\omega_j} \) is the \( k \)-th slice along the axis \( \omega_j \) (\( j \in \{1, 2, 3\} \)), \( \mathcal{F}^{-1} \) is the inverse Fourier transform, and \( E \) is the artificial function to embed 2D slices into a 3D space. The total number of the slice selected along each axis is \( n + 1 \).

3.2. Thickness Map

We will predict 2D slices \( s^k_{\omega_j} \) from images. Predicting slices from the RGB image is difficult due to the domain gap between the image in the spatial domain and the slice in the frequency domain. To deal with this problem, we introduce a thickness map as the intermediate representation between an image and a slice. This representation is inspired by the Fourier slice projection theorem.

**Theorem 1** (Fourier slice projection theorem [1]). A slice going through the origin the Fourier transform of the 3D object at the orientation \( \vec{r} \) equals to the Fourier transform of the corresponding projection image with the same orientation \( \vec{r} \).

The projection image \( P_r \) of the \( O \) at an orientation \( \vec{r} \) is given by the Radon transform,

\[
P_r = \int_{-\infty}^{\infty} O(x_1, x_2, x_3) dx_3.
\]
The Radon transform can be regarded as calculating the thickness of the 3D shape along a certain orientation, so that we name the projection image \( P \) as the thickness map. Considering that the Radon transform is the integral transform in the spatial domain, the gap between the thickness map and image is smaller than that between the slice and image. As a result, we propose to predict the thickness map from the image using deep neural networks and compute the slice from the predicted thickness map with the Fourier transform.

However, the Fourier slice projection theorem only provides the relationship between the thickness map \( P_{\omega_j}^k \) and the slices \( s_{\omega_j}^k \) through the origin of the 3D shape. We still need the other slices \( \{ s_{\omega_j}^k, k \neq 0 \} \) to achieve a more accurate reconstruction results. To deal with this problem, we extend the Fourier slice projection theorem and provide a way to calculate any slice \( s_{\omega_j}^k \) from the corresponding thickness map.

**Theorem 2.** The k-th slice \( s_{\omega_j}^k \) along the axis \( \omega_j \) is given by

\[
s_{\omega_j}^k = \mathcal{F}(P_{\omega_j}^k) = \mathcal{F}(R(P_{\omega_j}^k) - i\mathcal{F}(I(P_{\omega_j}^k))),
\]

where \( R(P_{\omega_j}^k) \) and \( I(P_{\omega_j}^k) \) are the Radon transform of the 3D shape \( O \) weighted by a cosine or sine function. \( i \) is the imaginary unit.

\[
R(P_{\omega_j}^k) = \int_{x_3} O(x_1, x_2, x_3) \cos(-2\pi k x_j/N)dx_j,
\]

\[
I(P_{\omega_j}^k) = \int_{x_3} O(x_1, x_2, x_3) \sin(-2\pi k x_j/N)dx_j,
\]

**Proof.** When \( j = 3 \),

\[
s_{\omega_3}^k = \mathcal{F}(O)(\omega_1, \omega_2, k) = \int_{x_1, x_2, x_3} O(x_1, x_2, x_3) \exp[-2\pi i(\omega_1 x_1 + \omega_2 x_2 + k x_3)/N]dx_1 dx_2 dx_3
\]

\[
= \mathcal{F}\left\{ \int_{x_3} O(x_1, x_2, x_3) \exp(-2\pi i k x_3/N)dx_3 \right\}
\]

\[
= \mathcal{F}\left\{ \int_{x_3} O(x_1, x_2, x_3) \cos(-2\pi k x_3/N)dx_3 \right\}
\]

\[
- i\mathcal{F}\left\{ \int_{x_3} O(x_1, x_2, x_3) \sin(-2\pi k x_3/N)dx_3 \right\}
\]

\[
= \mathcal{F}(R(P_{\omega_3}^k)) - i\mathcal{F}(I(P_{\omega_3}^k)).
\]

Similarly, we can obtain Eq. (7) using the same way when \( j = 1 \) and \( j = 2 \).

As shown in Eq. (8), the \( R(P_{\omega_j}^k) \) or \( I(P_{\omega_j}^k) \) is the Radon transform of the 3D shape \( O \), so that predicting \( P_{\omega_j}^k \) from the image has a smaller gap compared with predicting the slice. We still call \( P_{\omega_j}^k \) as the thickness map. Referring to the Theorem 2, all the slices \( s_{\omega_j}^k \) can be computed from the corresponding thickness map \( P_{\omega_j}^k \). Now, our task is converted to determine the number of slices required for the accurate 3D reconstruction and predict the thickness maps from the input image with a deep neural network. The details can be found in Section 4 and Section 5.

Assuming that there is a trained network \( \mathcal{N} \) that predicts the thickness maps from the image, a 3D shape is reconstructed from an input image \( I \) with Algorithm 1.

**4. Sampling of the Thickness Map**

Predicting more slices leads to a higher accuracy but a heavier computational burden. To make our model more efficient, we introduce a method to compute the high-frequency slices from the corresponding low-frequency slices.
Theorem 3. Given the k-th slice along the axis $\omega_j$, where $j \in \{1, 2, 3\}$ and $k \neq 0$, the corresponding thickness map $P_{\omega_j}^k$ is written as $P_{\omega_j}^k = R(P_{\omega_j}^k) + i \times I(P_{\omega_j}^k)$. Then the slice at the high-frequency $\omega_j = N - k$ can be calculated by $P_{\omega_j}^{N-k} = R(P_{\omega_j}^k) - i \times I(P_{\omega_j}^k)$, $i$ is the imaginary unit and $N$ is the resolution of the 3D shape.

Proof. When $j = 3$, the thickness map $P_{\omega_3}^k$ can be noted as

$$P_{\omega_3}^k = R(P_{\omega_3}^k) + i \times I(P_{\omega_3}^k)$$

$$= \int_{x_3} O(x_1, x_2, x_3) \cos(-2\pi k x_3/N) dx_3$$

$$+ i \int_{x_3} O(x_1, x_2, x_3) \sin(-2\pi k x_3/N) dx_3. \quad (10)$$

For the $P_{\omega_3}^{N-k}$,

$$P_{\omega_3}^{N-k} = R(P_{\omega_3}^{N-k}) + i \times I(P_{\omega_3}^{N-k})$$

$$= \int_{x_3} O(x_1, x_2, x_3) \cos(2\pi k x_3/N - 2\pi x_3) dx_3$$

$$+ i \int_{x_3} O(x_1, x_2, x_3) \sin(2\pi k x_3/N + 2\pi x_3) dx_3 \quad (11)$$

$$= R(P_{\omega_3}^k) - i \times I(P_{\omega_3}^k).$$

Similarly, we can achieve the same conclusion when $j = 1$ and $j = 2$. \hfill $\Box$

Based on Theorem 3, we predict $n + 1$ slices at the low-frequency and calculate $n + 1$ slices at the high-frequency, which can reduce half of the computational cost. Using this setting, we test the reconstruction accuracy of the 3D shape at different resolution with a different number of slices, as shown in Table 1. The high-resolution 3D shape more slices to achieve a high accuracy. We select 3 slices for $32^3$, $64^3$, $128^3$ and $256^3$ shape reconstruction.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.721</td>
<td>0.942</td>
<td>0.987</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>64</td>
<td>0.783</td>
<td>0.932</td>
<td>0.972</td>
<td>0.983</td>
<td>-</td>
</tr>
<tr>
<td>128</td>
<td>0.841</td>
<td>0.941</td>
<td>0.969</td>
<td>0.980</td>
<td>-</td>
</tr>
<tr>
<td>256</td>
<td>0.787</td>
<td>0.913</td>
<td>0.955</td>
<td>0.968</td>
<td>0.973</td>
</tr>
</tbody>
</table>

5. Predicting the Thickness Map from Images

In this section, we build a deep neural network to predict the thickness maps from the input image.

5.1. Network Architecture

A thickness map should be bimodal. The global structure continuities create the shape of the 3D object, and local discontinuities describe the texture and details. Directly predicting the thickness map from the input image will output a good shape but lack the fine details, as minimizing the mean squared error results in blurry images without sharp edges [19]. To address this issue, we attempt to reconstruct a thickness map by predicting its silhouette and edge separately. The silhouette presents the global shape structure of the 3D shape, and the edge presents the fine local details. Separately predicting the global shape and fine details with different networks can reduce the complexity of the original learning problem, leading to an accurate result and avoiding the overfitting problem.

The silhouette $S_p$ of the thickness map is predicted by a deep auto-encoder $f_{sil}$, i.e., $S_p = f_{sil}(I)$. The encoder is a 2D convolution network, and the decoder is a 2D deconvolution network. The encoder consists of five convolutional layers with the group-normalization [30] and ReLU [13] activation. A fully connected layer converts the feature map into the vector with size 512. The decoder consists of $h$ deconvolutional layers with stride size 2, where $h$ changes with the resolution of 3D shape. A sigmoid activation function is applied to guarantee the network outputting the occupancy probability of each pixel.

The other deep neural network $f_{edge}$ takes the image as input and predicts the edge map $E_p$ of the thickness map, which presents the probability of each pixel of the thickness map belonging to an edge, i.e., $E_p = f_{edge}(I)$. The architecture of the $f_{edge}$ is similar to the $f_{sil}$, except that the kernel size of both the convolutional filter and deconvolutional filter is smaller to exploit the local information.

The outputs of the edge and silhouette network are combined together to generate the $R(\hat{P})$ and $I(\hat{P})$ for the thickness map $\hat{P}$ using a fully convolutional deep network $f_{comb}$: $[R(\hat{P}), I(\hat{P})] = f_{comb}(I, S_p, E_p)$. All the inputs are com-
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Figure 4. The architecture of the thickness map prediction network. Given an image, we predict a series of silhouettes and edges of the thickness map. All these silhouettes and edges are combined together to predict the thickness map.

\( f_{comb} \) is a bottleneck network with 7 blocks as the encoder and \( h \) blocks as the decoder, where \( h \) changes with the resolution of 3D shape. Each block in the encoder (or decoder) is composed of a convolutional (or deconvolutional) layer with group-normalization and ReLU activation. The activation of the last layer is a sigmoid function to guarantee that the output is the occupancy probability. At the end of \( f_{comb} \), we can mask the output with the silhouette to avoid the noise out of the 3D shape.

\[ P = \hat{P} \odot S_p, \]  
\( \odot \) is the Hadamard product and \( P \) is the final predicted thickness map. However, this is not a necessary operation in our network. The whole architecture can be found in Figure 4.

5.2. Loss Functions

Three loss functions are introduced to train \( f_{sil} \), \( f_{edge} \) and \( f_{comb} \). The \( f_{sil} \) is trained by minimizing the cross-entropy between the predicted and truth silhouette of the thickness map.

\[ \mathcal{L}_{sil} = \sum_{i=1}^{L} P_{sil} \log(\hat{P}_{sil}) + (1 - P_{sil}) \log(1 - \hat{P}_{sil}), \]  
where \( \hat{P}_{sil} \) is the ground truth silhouette which can be calculated from the 3D ground truth.

The loss function for \( f_{edge} \) is the square mean error between the predicted edge of thickness map and the ground truth,

\[ \mathcal{L}_{edge} = ||\hat{P}_{edge} - P_{edge}||_2^2 + ||\hat{P}_{edge} - P_{edge}||_1. \]  

\( \hat{P} \), \( P \), and \( \mathcal{L}_{thickness} \) refer to the predicted thickness map, the ground truth, and the thickness map loss, respectively. \( \hat{P} \) is the ground truth which is computed from the 3D shape using Eq. (6) and Eq. (8).

\( \hat{O} \) is the ground truth. \( \mathcal{L}_\mathcal{O} \) is the 3D reconstruction loss which is defined as

\[ \mathcal{L}_\mathcal{O} = \frac{||\hat{\mathcal{O}} - \mathcal{O}|^2}{\sum \hat{\mathcal{O}}} + \frac{||\hat{\mathcal{O}} - \mathcal{O}|^2}{\sum (1 - \hat{\mathcal{O}})}. \]  

\( \mathcal{O} \) is the ground truth. \( \mathcal{O}^{-1}(E(\mathcal{F}(P))) \) is the reconstructed 3D shape using the predicted thickness maps \( P \). This loss keeps the global geometry smooth of the reconstructed 3D shape. Furthermore, considering that the surface is sparse, the number of the voxel with a value 1 is much smaller than voxel with 0, so that Eq.(16) easily makes the network pay more attention to the blank regions of the 3D shape. Therefore, we separately calculate the errors on 3D shape surface and blank region. The new loss is designed as

\[ \mathcal{L}_\mathcal{O} = \frac{||\hat{\mathcal{O}} - \mathcal{O}|^2}{\sum \hat{\mathcal{O}}} + \frac{||\hat{\mathcal{O}} - \mathcal{O}|^2}{\sum (1 - \hat{\mathcal{O}})}. \]  

\( \mathcal{O} \) is the ground truth. \( \mathcal{O}^{-1}(E(\mathcal{F}(P))) \) is the reconstructed 3D shape using the predicted thickness maps \( P \). This loss keeps the global geometry smooth of the reconstructed 3D shape. Furthermore, considering that the surface is sparse, the number of the voxel with a value 1 is much smaller than voxel with 0, so that Eq.(16) easily makes the network pay more attention to the blank regions of the 3D shape. Therefore, we separately calculate the errors on 3D shape surface and blank region. The new loss is designed as

\[ \mathcal{L}_\mathcal{O} = \frac{||\hat{\mathcal{O}} - \mathcal{O}|^2}{\sum \hat{\mathcal{O}}} + \frac{||\hat{\mathcal{O}} - \mathcal{O}|^2}{\sum (1 - \hat{\mathcal{O}})}. \]  
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The final loss function is the simple linear combination of all items
\[ L_{\text{final}} = L_{\text{sil}} + L_{\text{edge}} + L_{\text{thickness}} + L_{\theta}. \]  
(18)

6. Experiments

In this section, we evaluate our reconstruction method from both the computational efficiency and reconstruction accuracy. Both the memory cost and iterate time of the network are presented and compared with the popular high-resolution 3D reconstruction methods in Section 6.3. We show the reconstruction results on both the high-resolution and low-resolution 3D shape reconstruction in Section 6.4.

6.1. Dataset

We use the synthetic dataset ShapeNet [2] to evaluate our method. ShapeNet is a large 3D dataset with manually verified category and alignment annotations. Among all the 55 categories, we select a subset for our evaluation, i.e., ShapeNet-all. ShapeNet-all is introduced by Choy et al. [4], which contains approximately 50,000 CAD models from 13 main categories of the ShapeNet dataset. All data was voxelized in multiple resolutions using the binvox tool [16].

6.2. Experimental Setup

The network is trained using adaptive moment estimation [8] (Adam) with initial learning rate 0.001, \( \beta_1 = 0.9, \beta_2 = 0.999 \). We decrease the learning rate by a factor of 0.5 after every 5K iterations. The training process is divided into two stages. We train \( f_{\text{sil}} \) and \( f_{\text{edge}} \) in the first 15 epochs. Then the whole network is trained with the final loss.

For the quantitative evaluation, we compute the Intersection over Union (IoU) measure between the ground truth and the predicted value. In general, a high IoU value means an accurate reconstruction result.

6.3. Computational Efficiency

In this section, we show the computational efficiency of our method and compare it with the OGN and the dense auto-encoder introduced in [22]. We compare the runtime and memory cost of all the methods at different resolutions. Our method is performed on an NVidia 1080 Maxwell GPU, with 12GB of memory. The batch size is set to 1 so that all networks can run at the largest possible resolution. Table 2 and Table 3 show the final results. Both of our method with and without \( L_{\theta} \) loss are reported.

At the low-resolution scenario, all the models have similar low computational cost, both in memory cost and iterate time. However, as the resolution grows, the OGN and our method is drastically faster and consumes far less memory cost. The memory cost of the dense network increases cubically due to the number of the dense voxel grid is determined by its cube resolution. As all the feature maps are 2D, the memory cost of our method without \( L_{\theta} \) increases squarely following the rise of the resolution, so that it achieves a comparable memory cost compared with OGN. Our method with \( L_{\theta} \) has a large memory because calculating the \( L_{\theta} \) requires the 3D high-resolution ground truth. Both of our network with \( L_{\theta} \) and without \( L_{\theta} \) achieve a faster iterate time compared with OGN.

Table 2. Memory cost of our method, OGN and a dense network at different output resolutions. Batch size is set to 1. (Ours + \( L_{\theta} \)) is our method with \( L_{\theta} \) loss and (Ours - \( L_{\theta} \)) is without \( L_{\theta} \).

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Dense</th>
<th>OGN [22]</th>
<th>Ours - ( L_{\theta} )</th>
<th>Ours + ( L_{\theta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 (^3)</td>
<td>0.51</td>
<td>0.36</td>
<td>0.38</td>
<td>0.45</td>
</tr>
<tr>
<td>128 (^3)</td>
<td>1.60</td>
<td>0.45</td>
<td>0.54</td>
<td>0.64</td>
</tr>
<tr>
<td>256 (^3)</td>
<td>9.7</td>
<td>0.54</td>
<td>0.86</td>
<td>1.93</td>
</tr>
<tr>
<td>512 (^3)</td>
<td>(74.28)</td>
<td>0.88</td>
<td>1.20</td>
<td>2.51</td>
</tr>
</tbody>
</table>

Table 3. Iteration time of our method, OGN and a dense network at different output resolutions. Batch size is set to 1. (Ours + \( L_{\theta} \)) is our method with \( L_{\theta} \) loss function and (Ours - \( L_{\theta} \)) is without \( L_{\theta} \).

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Dense</th>
<th>OGN [22]</th>
<th>Ours - ( L_{\theta} )</th>
<th>Ours + ( L_{\theta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 (^3)</td>
<td>0.21</td>
<td>0.06</td>
<td>0.034</td>
<td>0.04</td>
</tr>
<tr>
<td>128 (^3)</td>
<td>0.63</td>
<td>0.18</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>256 (^3)</td>
<td>3.22</td>
<td>0.64</td>
<td>0.23</td>
<td>0.47</td>
</tr>
<tr>
<td>512 (^3)</td>
<td>(41.3)</td>
<td>2.06</td>
<td>0.86</td>
<td>1.21</td>
</tr>
</tbody>
</table>

6.4. Reconstruction Accuracy

In this section, we test our method on 3D reconstruction from a single image at the high-resolution 256 × 256 × 256. Three categories in the ShapeNet-All (i.e., “Cars”, “Airplane” and “Chair”) are selected considering that these categories contain enough training samples and have more shape variations. For each category, 80% of the data is used for training and 20% for testing. We compare our method with the popular high-resolution 3D reconstruction methods including Octree generation network (OGN) [10] and multi-view decomposition network (MVD) [19]. The experiment results are shown in Table 4. Our method achieves a comparable reconstruction accuracy compared with the state-of-the-art method MVD. Compared with the MVD, our method is more simple which do not need a complex space caving process. The output 3D shape can be easily generated with the inverse Fourier transform.

Our method utilizes partial information of the Fourier transform to achieve a balance between reconstruction accuracy and computational efficiency. To examine how this...
strategy influence the reconstruction accuracy, we introduced the low-resolution reconstruction experiment to compare our method with the baseline, a dense network introduced in [4]. We present the reconstruction results on all 13 classes of the ShapeNet-all dataset at the resolution $32 \times 32 \times 32$. We also compare our method with the other 3D reconstruction networks, including an auto-encoder LSTM based network (R2N2) [4] and OGN [10]. Table 5 shows the IoU result of all models. Our method achieves the best reconstruction results on most of the categories. The satisfactory performance on all classes presents the good generalization of our method.

To qualitatively evaluate the performance of our method, we show some reconstruction samples from the “Cars”, “Airplane” and “Chair” class at resolution $256 \times 256 \times 256$. Figure 5 presents the reconstruction results.

### 7. Conclusion

In this paper, we have proposed a 3D shape reconstruction method from images in the frequency domain. We shown that a 3D shape can be reconstructed by a compact 2D slice set at a high reconstruction accuracy. We have exploited the Fourier projection slice theorem and introduced the 2D thickness map which can reduce the domain gap between the input image and 2D slices. A deep network was built to predict the thickness map from the input image by exploiting the edge and silhouette constraints. This network allows us to predict fine details (edges) and global shape (silhouettes) of thickness map separately from the input image, which allows a more accuracy reconstruction result. Using slices in the frequency domain, our method transferred the 3D shape reconstruction from the 3D space into the 2D space, which significantly reduces the computational cost. The experimental results on ShapeNet dataset validated that the proposed method can achieve satisfactory results in an efficient way.
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