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Abstract

Recently, global covariance pooling (GCP) has shown great advance in improving classification performance of deep convolutional neural networks (CNNs). However, existing deep GCP networks compute covariance pooling of convolutional activations with assumption that activations are sampled from Gaussian distributions, which may not hold in practice and fails to fully characterize the statistics of activations. To handle this issue, this paper proposes a novel deep global generalized Gaussian network (3G-Net), whose core is to estimate a global covariance of generalized Gaussian for modeling the last convolutional activations. Compared with GCP in Gaussian setting, our 3G-Net assumes the distribution of activations follows a generalized Gaussian, which can capture more precise characteristics of activations. However, there exists no analytic solution for parameter estimation of generalized Gaussian, making our 3G-Net challenging. To this end, we first present a novel regularized maximum likelihood estimator for robust estimating covariance of generalized Gaussian, which can be optimized by a modified iterative re-weighted method. Then, to efficiently estimate the covariance of generalized Gaussian under deep CNN architectures, we approximate this re-weighted method by developing an unrolling re-weighted module and a square root covariance layer. In this way, 3G-Net can be flexibly trained in an end-to-end manner. The experiments are conducted on large-scale ImageNet-1K and Places365 datasets, and the results demonstrate our 3G-Net outperforms its counterparts while achieving very competitive performance to state-of-the-arts.

1. Introduction

Deep convolutional neural networks (CNNs) have attracted a great amount of attention in computer vision community, and demonstrated enormous advantages in many tasks, especially in large-scale visual classification [26, 34, 35, 17, 21, 20]. However, most deep CNN architectures summarize the last convolutional activations only using simple global first-order pooling methods, severely limiting the representation ability of deep CNNs. To handle this issue, researchers integrate some global covariance pooling (GCP) methods with deep CNNs in an end-to-end manner, which show great effectiveness to improve the classification performance of deep CNNs [23, 32, 37, 28, 31, 27].

Among these GCP networks, Ionescu et al. [23] first integrate a second-order pooling (O\(^2\)P) [4] layer into deep CNNs, namely DeepO\(^2\)P, and develop a matrix backpropagation theory for end-to-end training. A parallel work is bilinear CNN (B-CNN) [32], which concerns the outer product of the last convolutional activations extracted from two CNN models, followed by element-wise power normalization and \(\ell_2\)-normalization. When two CNN models are identical, B-CNN reduces to a global second-order pooling of convolutional activations. Wang et al. [37] and Li et al. [28] insert respectively a global Gaussian distribution
and matrix power normalized covariance pooling after the last convolution layer of deep CNNs, which obtain better performance by considering geometry of Gaussian distribution and robust estimation of covariance. Subsequently, improved B-CNN [31] shows empirically matrix square root normalization can improve B-CNN, and uses the modified Denman-Beavers iteration [19] to speed up inference of the networks. Li et al. [27] develop forward and backward propagation methods based on Newton-Schulz iteration [19] to accelerate both training and inference of matrix square root normalized covariance pooling networks [28].

Although previous deep GCP networks [23, 32, 37, 28, 31, 27] have proven to improve the representation ability of deep CNNs, these methods compute covariance pooling with invariably assuming that convolutional activations follow a Gaussian distribution. Such an assumption does not always hold true in real scenarios. To verify it, we randomly choose some images from ImageNet-1K [9], and compute histograms of the last convolutional activations extracted from pre-trained CNN model with global average pooling (GAP) [17], as well as fitting distributions of ones extracted from pre-trained GCP network [27]. Figure 1 plots the histograms and distributions of activations for one example (remaining others share similarity) in some channels. We observe that either histograms of activations extracted from GAP-based CNN or distributions of the ones extracted from GCP network are long tailed, not strictly obeying Gaussian distributions. Since Gaussian models fail to characterize long-tailed distributions, covariance of Gaussian has limited capability to capture characteristics of activations.

Compared with Gaussian models, multivariate generalized Gaussian models can better characterize complex distributions, especially long-tailed ones [2]. In terms of the considerations above, this paper proposes a deep global generalized Gaussian networks (3G-Net). The core of 3G-Net is to summarize the statistics of the last convolutional activations by computing a global covariance of generalized Gaussian, which can capture more precise characteristics of convolutional activations. However, different from covariance estimation in Gaussian setting, there exists no analytic solution for covariance estimation of generalized Gaussian, making our 3G-Net challenging. To circumvent this difficulty, inspired by [38], we first present a regularized maximum likelihood estimator, which allows us to robustly estimate covariance of generalized Gaussian distribution with a modified iterative re-weighted method. According to this estimator, we propose an unrolling re-weighted module and a square root covariance layer for computing the covariance of generalized Gaussian. The unrolling re-weighted module is designed to iteratively estimate weight of each activation in an approximative yet efficient manner. The square root covariance layer is used to compute matrix square root of the estimated covariance, which is resulted by our modified iterative re-weighted method. In this way, our 3G-Net can be flexibly trained in an end-to-end learning manner.

The overview of our proposed 3G-Net is illustrated in Figure 2. The experiments are conducted on two large-scale image benchmarks, i.e., ImageNet-1K [9] and Places365 [44]. The contributions of this paper can be concluded as follows. (1) We propose a novel deep global generalized Gaussian network (3G-Net) by estimating a global covariance of generalized Gaussian to summarize the statistics of the last convolutional activations, aiming at capturing precise characteristics of activations and further improving representation ability of deep CNNs. (2) To our best knowledge, we make the first attempt to robustly estimate covariance of generalized Gaussian distribution under deep CNN architectures. From a point of implementation view, we introduce an unrolling re-weighted module and a square root covariance layer based on the proposed robust estimator. (3) The experimental results on large-scale ImageNet-1K and Places365 demonstrate the proposed 3G-Net outperforms its counterparts under ResNet architectures [17], and achieves state-of-the-art performance.

2. Related Work

Recently, integration of preferable pooling or encoding methods into deep CNNs has shown effectiveness in improving classification performance. In contrary to aforementioned deep GCP networks [23, 32, 37, 28, 31, 27], some researchers study to approximate covariance pooling for obtaining lower-dimensional representations. Among them, Gao et al. [13] and Kong et al. [25] propose compact B-CNN and low-rank B-CNN methods, respectively. Dai et al. [8] fuse additional first-order (mean) information into the compact B-CNN [13] by simply concatenating them. Gou et al. [15] approximate [37] by introducing homogeneous mapping and sub-matrix square-root layers followed by compact B-CNN. Kernel pooling [7] extends the idea of [13] to higher-order (number of order \( > 2 \)) pooling for fine-grained visual recognition. Cai et al. [3] suggest a compact higher-order pooling based on polynomial kernel approximation and rank-1 tensor decomposition [24]. Meanwhile, some works [40, 30] incorporate local approximated second-order statistics into convolution or fully-connected layers of deep CNNs to increase the nonlinearity of networks. Additionally, the classical Bag-of-Words models are also embedded into deep CNNs [1, 29]. Different from above methods, our 3G-Net incorporates a global covariance of generalized Gaussian into deep CNNs, obtaining better representations and higher classification accuracy.

Our covariance of generalized Gaussian layer involves an unrolling re-weighted module for computing iteratively weighted of activations. It shares the similarity with the recently proposed self-attention mechanisms in deep CNNs [20, 39, 11, 41, 12], among which Hu et al. [20] introduce
a Squeeze-and-Excitation module into convolution blocks, performing channel-wise weighting on outputs of each convolution block. Going a step further, CBAM [41] extends [20] by introducing an additional spatial attention module. Wang et al. [39] and Du et al. [11] propose non-local blocks and interaction-aware attention module to obtain better attention maps, respectively. Fu et al. [12] propose an attention proposal sub-network to iteratively generates multiscale region attention for obtaining representations. Many recent works are concerned with integration of attention modules into deep CNNs, and a comprehensive review on these methods is beyond the scope of this paper. Different from these methods, our unrolling re-weighted module is proposed, based on a modified iterative re-weighted method, for estimating covariance of generalized Gaussian.

3. Proposed Method

In this section, we will introduce our proposed 3G-Net. Firstly, we briefly recall definition of multivariate generalized Gaussian distribution and its parameter estimation. Then, we construct the trainable covariance of generalized Gaussian layer. Finally, we describe implementation of 3G-Net based on the covariance of generalized Gaussian layer.

3.1. Multivariate Generalized Gaussian Distribution

To summarize the statistics of the last convolutional activations $X \in \mathbb{R}^{d \times N} = \{x_1, \ldots, x_N\}$ with $N$ samples of $d$-dimension, we propose to employ a multivariate generalized Gaussian distribution (MGGD) with zero mean [33] (i.e., covariance of MGGD), which takes the following form:

$$p(x; \Sigma; \beta; \delta) = \frac{\Gamma(d/2)}{\pi^{d/2} \Gamma(d/2) \beta (d/2 \beta)^{d/2} \delta^{d/2}} \exp \left( -\frac{1}{2 \delta^2} (x - \Sigma^{-1} y)^T \beta \Sigma^{-1} (x - \Sigma^{-1} y)^T \right),$$

where $\beta$ and $\delta$ are shape and scale parameters of MGGD, respectively; $\Sigma$ is covariance matrix of MGGD, and $\Gamma$ is a Gamma function.

Note that Eqn. (1) will reduce respectively to the Gaussian and Laplacian distributions when $\beta = 1$ and $\beta = 0.5$. Clearly, MGGD is able to characterize more complex distributions, in comparison to Gaussian models. Moreover, MGGD has the ability to model long-tailed distributions, more suitable for convolutional activations (as shown in Figure 1). However, there is no closed-form solution for parameter estimation of MGGD. As shown in [43], maximum likelihood estimation (MLE) for $\Sigma$ of MGGD is defined by

$$\arg \min_\Sigma \sum_{n=1}^N (x_n^T \Sigma^{-1} x_n)^\beta + N \log |\Sigma|. \quad (2)$$

Based on above MLE (2), covariance $\Sigma$ of MGGD can be estimated by a fixed point algorithm (or iterative reweighed method) [33, 43]. Correspondingly, estimation of $\Sigma$ in $t$-iteration is described as:

$$\Sigma_t = \frac{1}{N} \sum_{n=1}^N y_n^t \sum_{j \neq n} (y_j^t)^{1-\beta} \cdot x_n x_n^T, \quad (3)$$

where $y_n^t = x_n^T \Sigma_{t-1}^{-1} x_n$, $\delta = \left( \frac{\beta}{\delta} \right)^{\frac{1}{\beta}}$, and $\beta$ can be estimated by Newton-Raphson procedure [33], i.e.,

$$\beta_t = \beta_{t-1} - \frac{f(\beta_{t-1})}{f'(\beta_{t-1})}. \quad (4)$$

Here $f'(\beta_{t-1})$ is the partial derivative of $f(\beta_{t-1})$, and $f(\beta_{t-1})$ is a function associated with $y_n^t$, $\beta_{t-1}$ and a digamma function (refer to [33, Eqn. (13)] for details). As proven in [33], parameter estimation of MGGD based on Eqs. (3) and (4) can converge to a stationary point.

3.2. Trainable Covariance of Generalized Gaussian Layer

To construct our trainable covariance of generalized Gaussian layer, we first introduce a regularized MLE for robustly estimating covariance of generalized Gaussian. Then, we achieve this estimator by developing an unrolling re-weighted module and a square root covariance layer.

Figure 2. Overview of the proposed deep global generalized Gaussian networks (3G-Net), where a global covariance of generalized Gaussian is inserted after the last convolution block to summarize the statistics of activations. Based on the proposed robust covariance estimator, our global covariance of generalized Gaussian layer consists of an unrolling re-weighted module and a square root covariance layer.
3.2.1 Robust Covariance Estimation of Generalized Gaussian

Recent works [38, 28] show classical MLE for covariance of Gaussian is not robust under deep architectures, while robust estimator helps to improve performance. So we extend similar idea to estimate covariance of generalized Gaussian. As suggested in [38], we introduce the von Neumann divergence [10] between $\Sigma$ and identity matrix $I$ as a regularizer into the MLE (2). After some manipulations, we have

$$\arg \min_{\Sigma} \frac{1}{N} \sum_{n=1}^{N} (y_n)^2 + \log |\Sigma| + \lambda \text{tr} (\Sigma - \log (\Sigma)),$$  

where $y_n = x_n^T \Sigma^{-1} x_n$ and $\lambda$ is a regularizing constant. Analogous to [38], Eqn. (5) allows a robust estimator for covariance of generalized Gaussian under deep architectures.

However, the objective function in Eqn. (5) has no analytic solution. For its optimization, we develop a modified iterative re-weighted method so that we can obtain the analytic expression of unique optimal solution for each iteration. Let $\Sigma_t$ be $\frac{1}{N} \sum_{n=1}^{N} w(x_n, \Sigma_{t-1}) \cdot x_n x_n^T$, where $w(x_n, \Sigma_{t-1})$ indicate weights of $x_n$ in Eqn. (3) and $\Sigma_{t-1}$ is estimated covariance in ($t$-1)-th iteration. The solution of Eqn. (5) can be concluded in the following theorem.

**Theorem 1** Let $\Sigma_t = \text{UDiag}(\sigma_d)U^T$ be the singular value decomposition (SVD) of $\Sigma_t$, where Diag($\sigma_d$) and $U$ are diagonal and orthogonal matrices consisting of singular values $\sigma_d$ and eigenvectors, respectively. Then, objective function (5) can be optimized iteratively as

$$\Sigma_t = \frac{1}{N} \sum_{n=1}^{N} w(x_n, \Sigma_{t-1}) \cdot x_n x_n^T,$$  

$$\tilde{\Sigma}_t = \text{UDiag} (\sqrt{(1 - \frac{\lambda^2}{\lambda})^2 + \frac{\sigma_d}{\lambda^2}}) \Sigma_{t-1}^{-1} U^T,$$

which is the unique optimal solution in $t$-th iteration.

Note that we set $\lambda$ to 1 throughout all the experiments, as $\lambda = 0.5 \sim 1$ achieve the similar performance, and $\lambda = 1$ is easier to be implemented. According to Theorem 1, our regularized iterative re-weighted method robustly estimates covariance of generalized Gaussian with iteratively re-weighting activations and computing matrix square root of covariance. Due to page limit, complete proof of Theorem 1 is given in the supplementary material.

3.2.2 Unrolling Re-weighted Module

According to Eqn. (6), our robust estimator needs to compute the weights of activations in each iteration. Specifically, the weight associated with each activation $x_n$ in $t$-th iteration can be computed as

$$w(x_n, \Sigma_{t-1}) = \frac{N d}{y_n^t + (y_n^t)^2 - \text{Ψ}(\Sigma_{t-1}^+/\lambda)},$$

where $y_n^t = x_n^T \Sigma_{t-1}^{-1} x_n^t$, $\Sigma_{t-1}^+ = \tilde{\Sigma}_t^{-1} \tilde{X}_{t-1} \tilde{X}_{t-1}^T$, and $\tilde{X}_{t-1}$ indicates the weighted activations in ($t$-1)-th iteration. Since $\sum_{j \neq n}(y_j^t)^2$ is independent of $x_n$, we can rewrite Eqn. (7) as

$$w(x_n, \Sigma_{t-1}) = \frac{N d}{y_n^t + c_n(y_n^t)^{1-\beta}}.$$

Here $c_n$ is a positive constant [33, Remark II.3]. Given a set of activations $X = \{x_1, \ldots, x_N\}$, we can compute weights of $X$ as:

$$w_t = Nd/(\text{Ψ}(\Sigma_{t-1})) + c \cdot \text{Ψ}(\Sigma_{t-1})^{1-\beta},$$

where $\Sigma_{t-1} = X^T \Sigma_{t-1}^{-1} X$, $c = [c_1, \ldots, c_N]$, and $\text{Ψ}(\Sigma_{t-1})$ extracts the diagonal elements of matrix $\Sigma_{t-1}$.

Figure 3. Diagram of a re-weighted block in our unrolling re-weighted module.

After $K$ iterations, $Q_K$ and $P_K$ will converge to $\Sigma_{t-1}^{1/2}$ and $\Sigma_{t-1}^{-1/2}$, respectively. Previous works [31, 27] have demonstrated Eqn. (10) can achieve satisfying performance with
only one iteration. It motivates us to approximate \( \Sigma_{t-1}^{-1/2} \) with one-step Newton-Schulz iteration, i.e., \( \Sigma_{t-1}^{-1/2} \approx P_1 = \frac{1}{2} (3I - \Sigma_{t-1}) \). So \( Y_{t-1} \) is approximated as

\[
Y_{t-1} \approx \frac{1}{4} Z^T Z, \quad Z = (-\hat{X}_{t-1}\hat{X}_{t-1}^T + 3I)X. \tag{11}
\]

So far, we compute \( \Lambda(Y_{t-1}) \) in Eqn. (9) requiring \( \Lambda(Z^T Z) \) and \( \hat{X}_{t-1}\hat{X}_{t-1}^T \), both of which are second-order tensors. Following the idea of tensor approximation [30, 3, 40], we approximate them using learnable \( 1 \times 1 \) convolutions followed by element-wise product. Given a \( W \times H \times d \) tensor \( \hat{X}_{t-1} \), which can be reshaped to \( X_{t-1} \) with \( N = W \times H \), we can efficiently implement \( \Lambda(Y_{t-1}) \) as follows:

\[
\Lambda(Y_{t-1}) \approx \text{conv}_1 \left( \text{conv}_2 \left( Z_{t-1} \odot \text{conv}_1 \left( Z_{t-1} \right) \right) \right),
\]

where \( \text{conv}_1 \) and \( \text{conv}_2 \) denotes one and a group of \( 1 \times 1 \) convolutions, respectively; \( \odot \) means element-wise addition.

Given \( \Lambda(Y_{t-1}) \), the weights \( w_t \) are computed with \( Nd/(\Lambda(Y_{t-1}) + c \odot \Lambda(Y_{t-1})^{1-\beta}) \). Here, \( Nd/(\cdot) \) can be regarded as a normalization on estimated weights and \( c \odot \Lambda(Y_{t-1}) \) is a Hadamard product, where we use a Sigmoid function and one \( 1 \times 1 \) convolution for implementation, respectively. Finally, we compute \( w_t \) using the following formulation:

\[
w_t \approx \phi(\Lambda(Y_{t-1}) \odot \text{conv}_1 \left( (\Lambda(Y_{t-1}))^{1-\beta} \right)), \tag{13}
\]

where \( \phi \) is a Sigmoid function. In terms of Eqns. (12) and (13), we can implement our re-weighted block using basic \( 1 \times 1 \) convolutions, element-wise operations and Sigmoid function, endowing its efficiency and straightforward backpropagation. To estimate covariance of generalized Gaussian, we need to compute Eqn. (9) repeatedly. To this end, as illustrated in Figure 2, we propose an unrolling re-weighted module. It consists of multiple consecutive re-weighted blocks, each of which aims at implementing Eqn. (9). By stacking multiple re-weighted blocks, we can flexibly construct our unrolling re-weighted module.

### 3.2.3 Square Root Covariance Layer

As shown in Eqn. (6), for optimizing the regularized MLE (5), we need to compute matrix square root of covariance once the weights are estimated. Here we construct a square root covariance layer to achieve it. Let weighted activations be \( \hat{X} \), we can compute square root covariance of \( \hat{X} \) as

\[
\hat{\Sigma} = (\hat{X}\hat{X}^T)^{1/2} = \Sigma^{1/2} = \hat{U}\hat{\Lambda}^{1/2}\hat{U}^T, \tag{14}
\]

where \( \Sigma = \hat{U}\hat{\Lambda}\hat{U}^T \) is SVD of \( \Sigma \). \( \hat{\Lambda} \) and \( \hat{U} \) are the eigenvalues and eigenvectors of \( \Sigma \), respectively. \( \hat{\Lambda}^{1/2} \) indicates element-wise square root of the eigenvalues. It is easy to see that computation of Eqn. (14) heavily depends on SVD or eigenvalues decomposition (EIG).

However, SVD or EIG is limitedly supported on GPU, slowing down the training speed of square root covariance layer [27]. Eqn.(10) gives the form of Newton-Schulz Iteration [19], which shows \( \Sigma \) can be approximated by \( Q_K \) with \( K \) iterations and initialization of \( Q_0 = \Sigma \) and \( P_0 = I \).

Compared with matrix square root via SVD (14), Eqn. (10) only involves matrix multiplication, suitable for GPU implementation. Here we employ the recently proposed trainable iterative method [27] based on Eqn. (10) to make better use of multi-GPU and accelerate the training of network. As suggested in [27], additional pre-normalization (i.e., \( Q_0 = \frac{1}{\|\Sigma\|} \Sigma \)) and post-compensation (i.e., \( \hat{\Sigma} = \sqrt{\text{tr}(\Sigma)} Q_K \)) are employed. Thus, the partial derivative of loss function \( l \) with respect to \( \hat{X} \) can be derived based on matrix backpropagation [23].

Specifically, backpropagation formula of post-compensation takes the following form:

\[
\frac{\partial l}{\partial Q_K} = \sqrt{\text{tr}(\Sigma)} \frac{\partial l}{\partial \Sigma} \mid_p = \frac{\text{tr}((\partial l/\partial \Sigma)^T Q_K)}{2\sqrt{\text{tr}(\Sigma)}} I. \tag{15}
\]

According to Eqn. (10), the gradients of \( k \)-th iteration are

\[
\begin{align*}
\frac{\partial l}{\partial Q_{k+1}} &= \frac{1}{2} \left( \frac{\partial l}{\partial Q_k} \left( 3I - Q_{k-1}P_{k-1} \right) - P_{k-1} \frac{\partial l}{\partial P_k} \right), \\
\frac{\partial l}{\partial P_{k+1}} &= \frac{1}{2} \left( \left( 3I - Q_{k-1}P_{k-1} \right) \frac{\partial l}{\partial P_k} - Q_{k-1} \frac{\partial l}{\partial Q_k} \right), \\
\frac{\partial l}{\partial Q_0} &= \frac{1}{2} \left( 3I - Q_0 \right) \frac{\partial l}{\partial Q_1} - Q_0 \frac{\partial l}{\partial Q_1}. \tag{16}
\end{align*}
\]

Considering Eqn. (15), the gradient of \( l \) with respect to \( \Sigma \) can be computed as

\[
\frac{\partial l}{\partial \Sigma} = \text{tr} \left( \left( \frac{\partial l}{\partial Q_0} \right)^T \Sigma \right) I + \frac{\partial l}{\partial Q_0} \frac{\partial Q_0}{\partial \Sigma} \mid_p. \tag{17}
\]

Finally, the partial derivative of \( l \) with respect to \( \hat{X} \) is

\[
\frac{\partial l}{\partial \hat{X}} = \hat{X} \left( \frac{\partial l}{\partial \Sigma} + \left( \frac{\partial l}{\partial \Sigma} \right)^T \right), \tag{18}
\]

Given \( \partial l/\partial \hat{X} \) in Eqn. (18), we can complete backpropagation of square root covariance layer.
3.3. Deep Global Generalized Gaussian Networks

As suggested in previous methods [23, 32, 37, 28], we construct our deep global generalized Gaussian networks (3G-Net) by inserting the proposed covariance of generalized Gaussian layer after the last convolution block. In this paper, we employ ResNet-50 and ResNet-101 [17] as backbone models. Following the settings in [28], we add one $1 \times 1$ convolution with 256 filters between the last convolution block and the proposed covariance of generalized Gaussian layer, and remove downsampling in the last stage. As such, dimension of last convolutional activations is reduced from 2048 to 256, while their size increases from $7 \times 7$ to $14 \times 14$, balancing efficiency and effectiveness.

To accomplish our unrolling re-weighted module, channel numbers of input and output of $conv_{1 \times 1}$ in the Eqn. (12) both are set to 256. $conv_{1 \times 1}$ is composed of two consecutive $1 \times 1$ convolutions, where the channel numbers of input and output in the first convolution are respectively set to 256 and 64, while ones of the second convolution are set to 64 and 1, respectively. We discard the element-wise power operation of Eqn. (13) in the re-weighted block, as the experimental results show it has little effect on performance. For guaranteeing efficiency of our 3G-Net, we run respectively the Newton-Schulz Iteration (10) within one iteration and five iterations in unrolling re-weighted module and the final square root covariance layer, albeit more iterations may bring further improvement. By performing matrix triangulation, our covariance of generalized Gaussian layer outputs a $256(256 + 1)/2$-dimensional vector for final prediction. Note that, our 3G-Net will bring about additional $0.34 \times T \times M$ parameters ($T$ indicates number of iterations), comparing with existing deep global covariance pooling networks in Gaussian setting [23, 32, 28, 27].

4. Experiments

To evaluate the effectiveness of our proposed 3G-Net, we conduct experiments on widely used ImageNet-1K [9] and Places365 [44] datasets. We first describe training details of our 3G-Net, and make ablation study to analyze effects of key components using ImageNet-1K. Finally, we compare with state-of-the-arts on both ImageNet-1K and Places365.

4.1. Training Details

To train our 3G-Net, we adopt the same data augmentation strategy with [34, 17, 28]. Specifically, all training images with mean subtraction and standard color augmentation are resized with their shorter side randomly sampled on [256, 512], and a $224 \times 224$ patch is randomly cropped from each resized image. The random horizontal flip is used. Following the settings in [17], we optimize the network parameters using SGD with a mini-batch size of 256, a momentum of 0.9 and a weight decay of 0.0001. The learning rate is initialized to 0.1, and is divided by 10 every 30 epochs. We adopt respectively single center crop and 10-crop predictions on ImageNet-1K and Places365, and report top-1 and top-5 error rates on validation sets for comparison. All programs are implemented using PyTorch package, and run on a PC equipped with four Titan Xp GPUs and 64G RAM.

4.2. Ablation Study on ImageNet-1K

Impact of Iteration Number Number of iterations ($T$) of our modified iterative re-weighted method (i.e., number of blocks in unrolling re-weighted module) plays a key role in covariance estimation of generalized Gaussian. To assess the effect of parameter $T$ on our 3G-Net, we employ ResNet-50 as a backbone model and conduct experiments on ImageNet-1K dataset. It contains about 1.28M training images and 50K validation images, collected from 1,000 object categories. Top-1 errors of our 3G-Net with different numbers of iterations are shown in Figure 4, where we also compare with baseline methods, i.e., ResNet-50 with GAP [17] and iSQRT-COV [27]. Note that ResNet-50 with iSQRT-COV [27] can be regarded as a special case of our 3G-Net without re-weighting activations, i.e., estimating covariance in Gaussian setting. Increasing number of iterations can achieve lower classification errors, and the performance of our 3G-Net saturates with $T = 3$ (21.31% in Top-1 error). The larger number of iterations brings negligible gain but more computational and memory costs. Compared with baseline methods, our 3G-Net outperforms ResNet-50 based on GAP and iSQRT-COV over 2.6% and 0.64% in Top-1 error, respectively. Based on the above results, we set $T$ to 3 throughout the following experiments for balancing effectiveness and efficiency.

Effective of Re-weighted Module To verify the effectiveness of our unrolling re-weighted module, we compare with its two variants. The first one only employs $conv_{1 \times 1}$ in Eq. (12) (i.e., two consecutive $1 \times 1$ convolu-
4.3. Comparison on ImageNet-1K

Here we compare our 3G-Net, under both ResNet-50 and ResNet-101 architectures, with several state-of-the-art methods on ImageNet-1K. The top-1 and top-5 errors of different methods are listed in Table 3, where the results of ResNet-200 [18], PyramidNet-200 [16] and remaining competing methods are duplicated from [20] and the original papers, respectively. As shown in Table 3, our 3G-Net

Table 3. Comparison of errors (in %) with state-of-the-art methods on ImageNet-1K. All methods employ single 224 × 224 crop prediction, and the competing results are duplicated from the original papers. *The results are copied from [20].

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone Models</th>
<th>Top-1</th>
<th>Top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBN [30]</td>
<td>ResNet-50</td>
<td>24.0</td>
<td>7.1</td>
</tr>
<tr>
<td>SORT [40]</td>
<td>ResNet-50</td>
<td>28.82</td>
<td>6.27</td>
</tr>
<tr>
<td>ResNeXt [42]</td>
<td>ResNet-50</td>
<td>22.11</td>
<td>5.90</td>
</tr>
<tr>
<td>CBAM [41]</td>
<td>ResNet-50</td>
<td>22.66</td>
<td>6.31</td>
</tr>
<tr>
<td>G2DeNet [37]</td>
<td>ResNet-50</td>
<td>23.0</td>
<td>6.5</td>
</tr>
<tr>
<td>iSQR-TOV [27]</td>
<td>ResNet-50</td>
<td>21.87</td>
<td>5.98</td>
</tr>
<tr>
<td>3G-Net (Ours)</td>
<td>22.14</td>
<td>6.22</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Results (in %) of 3G-Net with different re-weighted modules on ImageNet-1K.

<table>
<thead>
<tr>
<th>Method</th>
<th>Top-1 err.</th>
<th>Top-5 err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>21.97</td>
<td>6.17</td>
</tr>
<tr>
<td>URM-v1</td>
<td>21.97</td>
<td>6.17</td>
</tr>
<tr>
<td>URM-v2</td>
<td>21.89</td>
<td>6.14</td>
</tr>
<tr>
<td>3G-Net with T = 1 (Ours)</td>
<td>21.64</td>
<td>5.81</td>
</tr>
<tr>
<td>3G-Net with T = 3 (Ours)</td>
<td><strong>21.31</strong></td>
<td><strong>5.61</strong></td>
</tr>
</tbody>
</table>

Table 2. Results (in %) of different global pooling methods under ResNet-50 architecture on ImageNet-1K.

<table>
<thead>
<tr>
<th>Method</th>
<th>Top-1 err.</th>
<th>Top-5 err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAP [17]</td>
<td>24.6</td>
<td>7.7</td>
</tr>
<tr>
<td>GAP (Re-imple)</td>
<td>23.91</td>
<td>7.15</td>
</tr>
<tr>
<td>Plain COV</td>
<td>26.41</td>
<td>9.09</td>
</tr>
<tr>
<td>B-CNN [32]</td>
<td>23.18</td>
<td>6.96</td>
</tr>
<tr>
<td>G2DeNet [37]</td>
<td>22.77</td>
<td>6.55</td>
</tr>
<tr>
<td>MPN-COV [28]</td>
<td>22.73</td>
<td>6.54</td>
</tr>
<tr>
<td>iSQR-TOV [27]</td>
<td>22.14</td>
<td>6.22</td>
</tr>
<tr>
<td>iSQR-TOV (Re-imple)</td>
<td>21.95</td>
<td>6.17</td>
</tr>
<tr>
<td>3G-Net w/o Estimator (5)</td>
<td>25.17</td>
<td>8.14</td>
</tr>
<tr>
<td>3G-Net (Ours)</td>
<td><strong>21.31</strong></td>
<td><strong>5.61</strong></td>
</tr>
</tbody>
</table>

Figure 5. Illustration of two variants of our unrolling re-weighted module, i.e., (a) URM-v1 and (b) URM-v2.

(a) URM-v1  (b) URM-v2
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Robust Estimator We evaluate effect of robust estimation (5) on our 3G-Net. It brings no extra parameters, and is on par with non-robust one in space/time complexity. As compared in Tables 2 and 3, 3G-Net without (w/o) robust estimation (5) is superior to Plain COV, but is clearly inferior to the one with robust estimator. Additionally, 3G-Net under ResNet-50 with or w/o robust estimation obtain 43.07/13.34 vs. 45.47/15.00 on Places365. Above results clearly show the significance of our robust estimation.

Comparison of Various Global Pooling We compare our 3G-Net with several existing global pooling methods using ResNet-50, including the original GAP [17], Plain covariance (COV) pooling (i.e., XX^T), B-CNN [32], MPN-COV [28], G2DeNet [37] and iSQR-TOV [27]. The results of GAP, MPN-COV and iSQR-TOV are copied from the original papers. We implement Plain COV, B-CNN and G2DeNet by ourselves, and we also re-implement GAP and iSQR-TOV. For fair comparison, we adopt the same settings of network and hyperparameters for all competitors. Note that we insert a BN layer [22] after B-CNN model for stable and rapid convergence. The results of different methods on ImageNet-1K are given in Table 2. All second-order pooling methods except Plain COV outperform the original GAP. Plain COV achieves unsatisfactory result in this case. G2DeNet and MPN-COV obtain similar results, which are superior to B-CNN. Our 3G-Net achieves the best performance, demonstrating covariance of generalized Gaussian is more effective than the ones based on Gaussian [32, 28, 27, 37]. Our 3G-Net outperforms iSQR-TOV by 0.56% in Top-5 error, which is a non-trivial improvement, since iSQR-TOV is a very strong baseline while iSQR-TOV under ResNet-101 with much more parameters just achieves 0.54% gain over iSQR-TOV with ResNet-50.

4.3. Comparison on ImageNet-1K

Here we compare our 3G-Net, under both ResNet-50 and ResNet-101 architectures, with several state-of-the-art methods on ImageNet-1K. The top-1 and top-5 errors of different methods are listed in Table 3, where the results of ResNet-200 [18], PyramidNet-200 [16] and remaining competing methods are duplicated from [20] and the original papers, respectively. As shown in Table 3, our 3G-Net...
obtains the best performance among all competing methods under ResNet-50 architecture. Compared with deep local second-order statistics networks, i.e., FBN [30] and SORT [40], our 3G-Net achieves a clear improvement. Meanwhile, 3G-Net is superior to ResNeXt-101 [42], which employs much wider convolution filters. Compared with deep CNNs based on various advanced self-attention methods [20, 41, 6], 3G-Net obtains 1.98%, 1.35%, 1.69% and 1.01%, 0.7%, 0.89% gains in top-1 and top-5, respectively. Our 3G-Net obtains 0.83% in top-1 (0.61% in top-5) gains over the top deep covariance pooling network [27].

When ResNet-101 is used as a backbone model, the proposed 3G-Net improves the original ResNet-101 with GAP by a large margin. In like manner, our 3G-Net is superior to ResNet-101 over 0.89% in top-1 (0.43% in top-5). Meanwhile, it outperforms respectively SE-Net and CBAM [20, 41] about 2.01% and 1.14% in top-1 (0.9% and 0.52% in top-5). The proposed 3G-Net improves isQRT-COV over 0.84% and 0.51% in top-1 and top-5, respectively. Note that our 3G-Net based on ResNet-50 is slightly superior to isQRT-COV with ResNet-101 in top-5 error, while our 50-layer 3G-Net outperforms 152-layer ResNet [17] and 152-layer ResNet with SE module [20]. Furthermore, 50-layer 3G-Net performs better than 200-layer ResNet [18] while 101-layer 3G-Net is slightly superior to 200-layer pyramidal ResNet [16] in top-5 error. Our 50-layer 3G-Net also outperforms DenseNet [21] of 264 layers. Above results clearly suggest the competitiveness of our 3G-Net.

4.4. Comparison on Places365

Finally, we evaluate our 3G-Net on standard Places365 dataset, which includes about 1.8M and 36.5K images of 365 scene classes for training and validation, respectively. Compared with ImageNet-1K, each sample image in Places365 involves of more objects, leading more ambiguity. Using ResNet-50 and ResNet-101 as backbone models, we compare with three global pooling methods (i.e., GAP [17], B-CNN [32] and isQRT-COV [27]) and four deep CNN architectures (i.e., GoogLeNet [35], ResNet-152 [17], ResNeXt-101 [42] and CRU-Net-116 [5]). We adopt 10-crop prediction in comparison to the existing results.

The results of different methods are given in Table 4, where we implement B-CNN by ourselves, and implement iSQR-COV using the source code released by the authors. We adopt exactly the same parameter settings for fair comparison. Compared with other three global pooling methods under ResNet-50 architectures, our 3G-Net obtains the lower classification error. The proposed 3G-Net is significantly better than the original GAP, and outperforms B-CNN and isQRT-COV by 1.17% and 0.61% in top-1 error, respectively. Our 3G-Net can achieve further improvement using ResNet-101, and obtains the best results. It demonstrates the effectiveness of our global covariance of generalized Gaussian layer. Compared with the advanced deep CNN architectures, our 3G-Net clearly outperforms GoogLeNet and ResNet-152, while achieving better results than CRU-Net-116 and ResNeXt-101, although they are much deeper and wider.

5. Conclusion

In this paper, we proposed a novel 3G-Net, which robustly estimates a global covariance of generalized Gaussian distribution to summarize the last convolutional activations, since distributions of convolutional activations are complex and have long tails, which can not be fully characterized by Gaussian models. Our 3G-Net assumes distribution of convolutional activations obey a generalized Gaussian model, capturing characteristic of activations more precisely. The experimental results on large-scale ImageNet-1K and Places365 datasets demonstrated our 3G-Net can achieve higher classification accuracy than deep CNNs with either GAP or global covariance of Gaussian. The effectiveness of 3G-Net suggests more precise characterization of convolutional activations is helpful to improve performance of deep CNNs. In future, we will apply the proposed 3G-Net to action or video classification, and investigate integration of more diverse distributions (e.g., exponential families [36]) into deep CNNs for further improvements.
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