Abstract

Hashing has shown great potential in large-scale image retrieval due to its storage and computation efficiency, especially the recent deep supervised hashing methods. To achieve promising performance, deep supervised hashing methods require a large amount of training data from different classes. However, when images of new categories emerge, existing deep hashing methods have to retrain the CNN model and generate hash codes for all the database images again, which is impractical for large-scale retrieval system. In this paper, we propose a novel deep hashing framework, called Deep Incremental Hashing Network (DIHN), for learning hash codes in an incremental manner. DIHN learns the hash codes for the new coming images directly, while keeping the old ones unchanged. Simultaneously, a deep hash function for query set is learned by preserving the similarities between training points. Extensive experiments on two widely used image retrieval benchmarks demonstrate that the proposed DIHN framework can significantly decrease the training time while keeping the state-of-the-art retrieval accuracy.

1. Introduction

Learning to hash has achieved great successes in various computer vision tasks, e.g., image retrieval [5, 8, 27, 17, 30, 20, 21, 33], classification [24], and person re-identification [35, 31]. It aims to encode documents, images, videos or other sorts of multimedia data into short binary hash codes, while preserving the similarity of the original data. With the compact hash codes, the storage and computation costs are significantly reduced. In this paper, we focus on the recent deep hashing methods which incorporate deep neural networks into the learning of hash codes. Such approaches [13, 16] have shown superior improvements over the conventional hashing methods like Locality Sensitive Hashing (LSH) [6], Spectral Hashing (SH) [28] and Iterative Quantization [7].

To date in the literature, the state-of-the-art deep hashing methods typically exploit the powerful convolutional neural networks (CNN) to capture the underlying semantic structures of images. By simultaneously learning the feature representations and hash functions, these methods take full advantage of the pre-trained CNN and show satisfactory performance. Numerous approaches have been proposed, including both the single-label image hashing [13, 16] and multi-label image hashing [29, 36] methods.

One practical challenge in modern image retrieval system is how to keep the model up to date. With the explosive growth of various web images, lots of the new semantic concepts constantly emerge, while the up to date model is not always timely available. In other words, we have to update the retrieval model once new concepts appear. Such requirement is highly difficult for existing hashing methods, as illustrated in Figure 1. On the one hand, the learned hash codes of the same images from the updated model would change. One has to feed all the database images into the model to generate the codes again, which is very time-consuming, especially for large database. On the other hand, retraining the model with both original and additional data further increases the time cost of update.
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In this paper, we introduce a novel deep hashing framework for learning binary hash codes in an incremental way, named Deep Incremental Hashing Network (DIHN). An overview of the proposed framework is illustrated in Figure 2. Given the incremental images, the query images, and the hash codes of original images, we learn the hash functions for query images and hash codes of incremental images simultaneously. Specifically, a deep convolutional neural network is utilized as the hash function only for query images, while the hash codes of incremental images are directly learned. With such asymmetric design, the hash codes of original images are kept unchanged. We further devise an incremental hashing loss function for model training, which elaborately involve the similarity preservation between training points. The main contribution of this work can be summarized as follows:

- We propose a novel deep hashing framework, named Deep Incremental Hashing Network (DIHN), for learning binary hash codes in an incremental way. To the best of our knowledge, DIHN is the first deep hashing approach which can incrementally learn the hash codes for training images from new categories while holding the original ones invariant. The proposed method provides a flexible way for updating modern image retrieval system.

- An incremental hashing loss function is devised by preserving the similarities between training images. It incorporates the existing binary hash codes for original images to train the hash function for query images. Meanwhile, the binary hash codes for incremental images can be directly obtained during the optimization as well.

- Extensive experiments demonstrate that the proposed approach can significantly decrease the training time\(^1\) with almost no loss on retrieval accuracy, compared with the state-of-the-art methods.

2. Related Work

We summarize recent works related to our proposed approach into two categories: deep hash learning and incremental learning. The former emphasizes encoding data points into compact binary codes for efficient data retrieval, while the later focuses on the class incremental learning that learns about more and more concepts over time.

**Deep hash learning** has recently shown very strong performance improvements over the shallow learning methods. Convolutional neural network hashing (CNNH) [32] learns the model to fit the binary codes computed from the pairwise similarity matrix. Network In Network Hashing (NINH) [11] and Deep Regularized Similarity Comparison Hashing (DRSCH) [35] try to preserve the similarities between image triplets. In addition, pairwise labels are utilized for hash function learning in Deep Supervised Hashing (DSH) [16] and Deep Pairwise Supervised Hashing (DPSH) [14]. Deep Supervised Discrete Hashing (DSDH) [13] further incorporate classification information within a single stream. Some methods also consider the multi-level semantic similarity between multi-label images [29, 36]. More recently, several asymmetric deep hashing methods are proposed, including Asymmetric Deep Supervised Hashing (ADSH) [8] and Deep Asymmetric Pairwise Hashing (DAPH) [23]. Specifically, ADSH only learns hash function for query points, while DAPH jointly trains two different models to learn pairwise similarity-preserving codes. The advantages of asymmetric hashing scheme are thoroughly discussed in [19]. The above methods are all batch learning methods which learn hash functions on a given dataset. To handle data which comes sequentially, online hashing methods [1, 12] are proposed. They have demonstrated good performance-complexity trade-offs by learning hash functions from streaming data.

While all the aforementioned methods achieve impressive results, it is difficult and time-consuming for them to perform model updates. To solve this problem, our work mainly focuses on how to incrementally learn binary codes for the images from new categories. For our DIHN, we adopt the asymmetric idea from ADSH. However, they are fundamentally different in the way that DIHN simply treats the asymmetry as a mean of keeping the original hash codes unchanged, and concentrates on the incremental framework. In contrast, ADSH explores the asymmetric method for hash function learning. Besides, our DIHN is different from online hashing methods since the latter still require updating the hash codes for all database images during training.

**Incremental learning** aims to extend the existing

---

\(^1\)Please note that the training time includes both model training time and hash codes generation time for database images.
model’s knowledge with new training data. Developing incremental algorithms could actually help address the issues of training cost and data availability. One direction of incremental learning is to utilize fixed data representation. Nearest Class Mean (NCM) [18] represents each class as a prototype vector that is the average vector of all examples for the class so far. A new example is classified to the class whose prototype vector is the closest to the new example. This method is simple but effective. One of the drawbacks of the NCM is that the number of prototypes increases as new classes are added. A new example is classified to the nearest prototype vector. To maintain a fixed number of prototypes, we can employ a similar idea but store the prototypes in the form of hash codes. The advantage of this method is that the hash codes can be efficiently stored and compared.

3. Deep Incremental Hashing Network

3.1. Problem Definition

Assume we are given \( m \) database images \( D = \{d_i\}_{i=1}^m \) and the set of class labels \( L = \{L_1, L_2, \ldots, L_c\} \), where each image \( d_i \) is associated with a class label \( L_j \in L (1 \leq j \leq c) \). So far we have learned the binary hash codes \( B = \{b_i\}_{i=1}^m \in \{-1, +1\}^{k \times m} \) for the database images utilizing existing deep hashing methods, where \( k \) denotes the length of binary codes. Now, a set of \( n \) images \( D' = \{d'_i\}_{i=m+1}^{m+n} \) each of which is associated with a new class label \( L'_j \in L' = \{L'_1, L'_2, \ldots, L'_{c'}\} \) (\( 1 \leq j \leq c' \)) emerge. Our goal is to learn the binary hash codes \( B' = \{b'_i\}_{i=m+1}^{m+n} \in \{-1, +1\}^{k \times n} \) for the images in new categories while leaving the ones in old categories unchanged. In addition, for the query set \( Q = \{a_i\}_{i=1}^q \) of size \( q \), which consists of images from both old and new categories, a CNN model is learned as the hash functions for generating their hash codes \( B_Q = \{b_Q\}_{i=1}^q \in \{-1, +1\}^{k \times q} \). The pairwise supervised information, denoted as \( S = \{s_{ij}\}_{i=1}^{(m+n) \times q} \), is available during training. The first \( m \) rows of \( S \) denote the semantic similarities between \( D \) and \( Q \), and the remaining \( n \) rows denote that between \( D' \) and \( Q \). \( S_{ij} = 1 \) indicates that \( d_i \) and \( a_j \) are semantically similar, while \( S_{ij} = -1 \) is the opposite.

3.2. Framework Overview

As illustrated in Figure 2, the proposed Deep Incremental Hashing Network (DIHN) has three inputs, i.e., the original database images, the incremental database images, and the query images, respectively. In practical scenarios, the query images are generally unavailable. Therefore, we sample both the original and incremental databases to form the set of query images. DIHN contains two important parts: hash function learning part and incremental hash code learning part. The hash function learning part exploits a deep CNN model to extract appropriate feature representations for query images. Subsequently, deep hash functions are learned on top of them to generate the binary hash codes \( B_Q \). Note that this module is only employed for query set. The incremental hash code learning part directly learns the hash codes \( B' \) for incremental database images. To achieve the above two goals, an incremental hashing loss function is proposed to preserve the similarities between query and database points. While the binary hash codes for the original database images \( B \) are already given, they remain unchanged during the whole training process.

3.3. Deep Hash Functions

To exploit the recent advances in image representation with deep convolutional neural networks, we construct the hash functions by incorporating a CNN model, forcing the output of its last fully-connected layer to be length \( k \), i.e., the length of binary hash codes. Accordingly, our deep hash function is defined as

\[
b_{Q_i} = h(a_i; \theta) = \text{sign}(f(a_i; \theta))
\]

where \( \theta \) denotes the parameters of CNN model, and \( f(\cdot) \) denotes the output of the last fully-connected layer.

3.4. Incremental Hashing Loss

The incremental hashing loss is devised to preserve the semantic similarities between training points. With the pairwise label \( S \), the target is to reduce/enlarge the Hamming distances between the binary codes of similar/dissimilar pairs. We thus adopt the \( L_2 \)-norm loss to minimize the difference between the inner product of binary code pairs and the similarity, which can be formulated as

\[
\min_{B', B_Q} J(B', B_Q) = \sum_{i=1}^{m} \sum_{j=1}^{q} (b_i^T b_Q - kS_{ij})^2 \\
+ \sum_{i=m+1}^{m+n} \sum_{j=1}^{q} (b_i^T b_Q - kS_{ij})^2, \quad (2)
\]

s.t. \( B' = \{b_{m+1}, b_{m+2}, \ldots, b_{m+n}\} \in \{-1, +1\}^{k \times n}, \)
\( B_Q = \{b_{Q_1}, b_{Q_2}, \ldots, b_{Q_q}\} \in \{-1, +1\}^{k \times q}. \)

Since the binary codes for the original database images \( B = \{b_1, b_2, \ldots, b_m\} \) are fixed, we only need to learn the \( B' \) and \( B_Q \). By integrating the CNN learning model into the above loss, we combine Eqn. (1) and Eqn. (2), obtaining the loss
function as follows
\[
\min_{B', \theta} J(B', \theta) = \sum_{i=1}^{m} \sum_{j=1}^{q} \left[ b_i^T \text{tanh} (f(a_j; \theta)) - kS_{ij}\right]^2 \\
+ \sum_{i=m+1}^{m+n} \sum_{j=1}^{q} \left[ b_i^T \text{tanh} (f(a_j; \theta)) - kS_{ij}\right]^2,
\]
subject to
\[
B' = \{b_{m+1}, b_{m+2}, \ldots, b_{m+n}\} \in \{-1, +1\}^{k \times n}.
\]
(3)

Note that the problem in Eqn. (3) is in general NP-hard because of the sign function \( \text{sign}(\cdot) \). Hence, a common continuous relaxation that replace it with the function \( \tanh(\cdot) \) is adopted, bringing the new formulation as
\[
\min_{B', \theta} J(B', \theta) = \sum_{i=1}^{m} \sum_{j=1}^{q} \left[ b_i^T \tanh (f(a_j; \theta)) - kS_{ij}\right]^2 \\
+ \sum_{i=m+1}^{m+n} \sum_{j=1}^{q} \left[ b_i^T \tanh (f(a_j; \theta)) - kS_{ij}\right]^2,
\]
subject to
\[
B' = \{b_{m+1}, b_{m+2}, \ldots, b_{m+n}\} \in \{-1, +1\}^{k \times n}.
\]
(4)

As aforementioned, the query images are sampled from both original and incremental database images. Let \( \Psi = \{1, 2, 3, \ldots, m\} \) denotes the indices of the original database images, and \( \Phi = \{m+1, m+2, m+3, \ldots, m+n\} \) be the indices of the incremental database images. Specifically, we denote the \( \psi = \{i_1, i_2, i_3, \ldots, i_q\} \subset \Psi \) and \( \phi = \{j_1, j_2, j_3, \ldots, j_{q'}\} \subset \Phi \) as the indices of the query images sampled from the original and incremental database sets respectively, where \( q^* \) and \( q' \) are the number of their images, with \( q^* + q' = q \). We then rewrite the above objective function \( J(B', \theta) \) as
\[
\min_{B', \theta} J(B', \theta) = \sum_{i \in \Psi} \sum_{j \in (\psi \cup \phi)} \left[ b_i^T \tanh (f(d_j; \theta)) - kS_{ij}\right]^2 \\
+ \sum_{i \in \Phi} \sum_{j \in (\psi \cup \phi)} \left[ b_i^T \tanh (f(d_j; \theta)) - kS_{ij}\right]^2 \\
+ \lambda \sum_{j \in (\psi \cup \phi)} \left| b_j - \tanh (f(d_j; \theta)) \right|^2 \\
+ \mu \sum_{j \in (\psi \cup \phi)} \left| \tanh (f(d_j; \theta))^T \mathbf{1} \right|^2,
\]
subject to
\[
B' = \{b_i| i \in \Phi\} \in \{-1, +1\}^{k \times n},
\]
where additional terms \( \lambda \sum_{j \in (\psi \cup \phi)} \left| b_j - \tanh (f(d_j; \theta)) \right|^2 \) and \( \mu \sum_{j \in (\psi \cup \phi)} \left| \tanh (f(d_j; \theta))^T \mathbf{1} \right|^2 \) are further added, and \( \lambda, \mu \) are two hyper-parameters. For the first term, the reason is that we have two hash code representations for each image \( d_j \) in query set: one is the fixed or learned binary hash codes \( b_j \) from database set, and the other is the deep CNN representation \( \tanh (f(d_j; \theta)) \). By exploiting this regularization, we hope to minimize the gap between them. While the second term makes a balance for each bit, which encourages the numbers of \(-1\) and \(+1\) to be approximately equal among all the query images.

### 3.5. Optimization

We learn the parameters \( \theta \) and \( B' \) in problem (5) with an alternating strategy. More specifically, in \( \theta \)-step, we learn \( \theta \) with \( B' \) fixed. While in \( B' \)-step, we learn \( B' \) with \( \theta \) fixed. The two steps are repeated for several iterations.

#### 3.5.1 \( \theta \)-step.

With \( B' \) fixed, it is easy to optimize the parameters of the CNN model with the standard back-propagation algorithm. For simplicity, we denote \( u_j = \tanh(f(d_j; \theta)) \) and \( z_j = f(d_j; \theta) \). The partial derivative of \( J(B', \theta) \) with respect to \( z_j \) could be calculated by
\[
\frac{\partial J}{\partial z_j} = 2\sum_{i \in \Psi} (b_i^T u_j - kS_{ij}) \beta_i + \sum_{i \in \Phi} (b_i^T u_j - kS_{ij}) \beta_i \\
+ \lambda (u_j - b_j) + \mu u_j \cdot (1 - u_j \cdot u_j),
\]
(6)
where \( \mathbf{1} \) is the all-ones vector, and the operator \( (\cdot) \) means the element-wise multiplication between two vectors. This gradient is then utilized to update \( \theta \).

#### 3.5.2 \( B' \)-step.

Once \( \theta \) is fixed, updating \( B' \) is not straightforward. To solve this problem, we first rewrite Eqn. (5) into the following matrix form,
\[
\min_{B'} J(B') = ||B'TU - kS||^2_F + \lambda ||B'_\phi - U_{\phi}||^2_F \\
= ||B'TU||^2_F - 2\kappa tr((B'SU^T) \\
- 2\lambda tr(B'_\phi U_{\phi}^T) + \text{const},
\]
subject to
\[
B' = \{b_i| i \in \Phi\} \in \{-1, +1\}^{k \times n},
\]
where \( S = \{-1, +1\}^{n \times q} \) is the similarity matrix between the query set and the incremental database set, \( U = \{u_i| i \in (\psi \cup \phi)\} \in [-1, +1]^{k \times q} \) and \( U_{\phi} = \{u_i| i \in \phi\} \in [-1, +1]^{k \times q'} \) are the relaxed binary-like representations for all the query images and query images sampled from incremental database set respectively, and \( B'_\phi \) is the binary hash codes of the incremental database images indexed by \( \phi \), i.e., \( B'_\phi = \{b_i| i \in \phi\} \in \{-1, +1\}^{k \times q'} \).

To further simplify (7), we define \( \widetilde{U} = \{\widetilde{u}_i| i \in \Phi\} \in [-1, +1]^{k \times n} \), where \( \widetilde{u}_i \) is given by
\[
\widetilde{u}_i = \begin{cases} 
  u_i, & i \in \phi, \\
  0, & \text{otherwise},
\end{cases}
\]
(8)
and rewrite the equation (7) as follows

$$\min_{B'} J(B') = \|B'^TU\|_F^2 - 2tr(B'^T[kUS^T + \lambda \tilde{U}])$$
$$= \|\hat{B}'TU\|_F^2 + tr(B'^TP), \quad (9)$$
$$s.t. \quad B' = \{b_i | i \in \Phi\} \in \{-1, +1\}^{k \times n},$$

where $P = -2kUS^T - 2\lambda \tilde{U}$. Note that the constant term in (7) is omitted for simplicity.

When optimizing Eqn. (9), we adopt the discrete cyclic coordinate descent (DCC) algorithm proposed in [25]. Specifically, we update $B'$ bit by bit, which means each time we update one row of $B'$ with other rows fixed. We denote $B'_l$ as the $l$-th row of $B'$, $l = 1, ..., k$ and $B'_l$ as the matrix of $B'$ excluding $B'_l$. Similarly, let $U'_l$ be the $l$-th row of $U$ and $U_l$ be the matrix of $U$ excluding $U'_l$. For $P$, let $P'_l$ denote the $l$-th row of $P$ and $P_l$ denote the matrix of $P$ excluding $P'_l$. Therefore, Eqn. (9) can be transformed to

$$\min_{B'_l} J(B'_l) = \|\hat{B}'_lTU'_l\|_F^2 + tr(B'^T_P)$$
$$= tr(B'_l(2\hat{B}'_lT\tilde{U}_lU'^T_l + P'^T_l)), \quad (10)$$
$$s.t. \quad B'_l \in \{-1, +1\}^{1 \times n}.$$

It is obvious that when the sign of each bit in $B'_l$ is different from that of the corresponding bit in $2\hat{B}'_lT\tilde{U}_lU'^T_l + P'^T_l$, the loss $J(B'_l)$ can reach its minimum value. Therefore, the solution to problem (10) is as follows

$$B'_l = -\text{sign}(2\hat{B}'_lT\tilde{U}_lU'^T_l + P'^T_l). \quad (11)$$

We then replace the $l$-th row of $B'$ with $B'_l$ to update $B'$. All rows are updated sequentially by repeating (11).

The learning algorithm for DIHN is summarized in Algorithm 1. It is worth noting that if the size of $B$ is large, the computational complexity of the learning algorithm will be high. To handle the problem, we can replace $B$ with a subset sampled from it.

### 3.6. Original Hash Codes Learning

The DIHN learning algorithm only focuses on the incremental hash codes learning. Note that DIHN puts no limits on the methods for learning the original hash codes $B$, which means that all the existing hashing methods can be used. There is no doubt that the quality of original hash codes directly influence the performance of DIHN. Therefore, it is better to adopt more powerful deep hashing methods, e.g., ADSH and DSDH, for original code generation.

### 3.7. Computational Complexity

The computational complexity for training DIHN includes the one for optimizing $\theta$ and the other one for optimizing $B'$. For the former part, the complexity is $\mathcal{O}(nqk^2)$. For the latter part, the complexity is $\mathcal{O}(nqk^2)$. In practice, $q$ and $k$ are much smaller than $m$ and $n$. Therefore, the computational complexities become $\mathcal{O}(m+n)$ and $\mathcal{O}(n)$ respectively. For traditional symmetric deep hashing methods, when all database images are used for training, the complexity is at least $\mathcal{O}(m^3)$. For triplet loss functions, the complexity will reach $\mathcal{O}(m^3)$. Even for the asymmetric hashing method ADSH, its complexity for optimizing $B'$ is $\mathcal{O}(m+nqk^2)$, which is much higher than DIHN. Compared with existing deep hashing methods, the complexity of training DIHN is much smaller, proving that DIHN is an efficient incremental hashing method.

### 4. Experiments

#### 4.1. Evaluation Setup

We conduct extensive evaluations of our proposed method on two widely used datasets, CIFAR-10 [9] and NUS-WIDE [4].

- **CIFAR-10**\(^2\) consists of 60,000 color images in 10 classes, and each class has 6,000 images of size $32 \times 32$.

\(^2\)http://www.cs.toronto.edu/kriz/cifar.html
Table 2. Comparison of MAP w.r.t. different number of bits on two datasets. Note that the MAP performance is calculated on the top 5,000 returned images for NUS-WIDE dataset. The best results for MAP are shown in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>CIFAR-10</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12 bits</td>
<td>24 bits</td>
</tr>
<tr>
<td>SH</td>
<td>0.1830</td>
<td>0.1640</td>
</tr>
<tr>
<td>ITQ</td>
<td>0.2619</td>
<td>0.2754</td>
</tr>
<tr>
<td>FastH</td>
<td>0.5971</td>
<td>0.6632</td>
</tr>
<tr>
<td>LFH</td>
<td>0.4178</td>
<td>0.5738</td>
</tr>
<tr>
<td>SDH</td>
<td>0.4539</td>
<td>0.6334</td>
</tr>
<tr>
<td>DSH</td>
<td>0.6441</td>
<td>0.7421</td>
</tr>
<tr>
<td>DHN</td>
<td>0.6805</td>
<td>0.7213</td>
</tr>
<tr>
<td>DPSH</td>
<td>0.6818</td>
<td>0.7204</td>
</tr>
<tr>
<td>DQN</td>
<td>0.5540</td>
<td>0.5580</td>
</tr>
<tr>
<td>DSH</td>
<td>0.7400</td>
<td>0.7860</td>
</tr>
<tr>
<td>ADSH</td>
<td>0.8898</td>
<td>0.9280</td>
</tr>
<tr>
<td>DIHN(_{1+ADSH})</td>
<td>0.8933</td>
<td>0.9279</td>
</tr>
<tr>
<td>DIHN(_{2+ADSH})</td>
<td><strong>0.8975</strong></td>
<td><strong>0.9294</strong></td>
</tr>
<tr>
<td>DIHN(_{3+ADSH})</td>
<td>0.8916</td>
<td>0.9273</td>
</tr>
<tr>
<td>DIHN(_{6+ADSH})</td>
<td>0.8784</td>
<td>0.9172</td>
</tr>
<tr>
<td>DIHN(_{11+ADSH})</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

- **NUS-WIDE**\(^3\) contains 269,648 images collected from Flickr. The association between images and 81 concepts is manually annotated. Following [16, 37], we use the images associated with the 21 most frequent concepts, where each of these concepts associates with at least 5,000 images, resulting in a total of 195,834 images.

For CIFAR-10, we randomly select 1,000 images (100 images per class) as query set, with the remaining images as database images. Similarly, for NUS-WIDE, we randomly choose 2,100 images (also 100 images per class) as query set, leaving the rest as database. Note that the “query” set here is different from the query set in previous sections. The former set is the testing set while the later set is an input for training, which is sampled from the database.

For incremental learning setting, we split the database into two parts, i.e., the original and incremental database sets. Detailed splitting strategies are listed in Table 1. For each dataset, we have 4 split settings. In CIFAR-10, “7/3” means the original set contains images from 7 classes while the incremental set includes images from the other 3 classes. In NUS-WIDE, which is a multi-label dataset, “18/3” means the images in original set are associated with at most 18 concepts, while the images in incremental set are associated with at least one concept of the remaining 3 concepts. Note that we also design two challenging settings, in which the number of the incremental classes is larger than that of the original classes, i.e. 4/6 for CIFAR-10 and 10/11 for NUS-WIDE.

\(^3\)http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm

We compare DIHN with several competitors, including both traditional and deep hashing methods. All competitors are trained on the whole database set, without the incremental setting. For traditional approaches, we compare with SH [28], ITQ [7] from unsupervised hashing, and FastH [15], LFH [34], SDH [25] from supervised hashing. The deep hashing methods include DSDH [13], DQN [2], DHN [37], DPSH [14], DSH [16], and ADSH [8]. To reduce the computational complexity of DIHN when \(B \) is very large, we design a variant of DIHN, denoted as DIHN\(^*\), which replaces the large \(B \) with its subset \(B^* \). We report the results of DIHN\(^*\) with different sample rates. In implementation, following [8], we adopt the CNN-F model [3] as the basic network architecture for both DIHN and all the other deep hashing approaches. This CNN architecture has 5 convolutional layers and 2 FC layers. For traditional (non-deep) methods, we utilize the 4,096-dim deep features extracted from the CNN-F model pre-trained on ImageNet. For DIHN, we set \(\lambda = 200, q = 2000 \) and \(\mu = 50 \) by cross-validation for both datasets.

We report the Mean Average Precision (MAP) to evaluate the retrieval accuracy of the proposed DIHN and baselines. For NUS-WIDE dataset, the MAP performance is calculated on the top 5,000 returned images. To verify the effectiveness of DIHN, we report the MAP results of DIHN with different dataset split strategies, denoted as DIHN\(_1\), DIHN\(_2\), DIHN\(_3\), DIHN\(_6\) and DIHN\(_{11}\), in which DIHN\(_i\) (\(i = 1, 2, 3, 6, 11\)) means that the number of incremental classes is \(i \). In order to perform a fair comparison, most of the MAP results are directly reported from previous works.

All of our proposed approaches are implemented on
MatConvNet [26] framework. We carry out the experiments on a PC with 4 AMD Opteron cores (8 threads), 64GB RAM, and NVIDIA Tesla P100.

4.2. Accuracy Comparison

Table 2 shows the MAP performance comparisons on two datasets. In most cases, the supervised methods outperform the unsupervised methods, and the deep hashing methods further exceed the traditional hashing methods. Among all the deep hashing methods, two discrete hashing methods ADSH and DSDH achieve the best performance. ADSH further shows a large improvement over DSDH, indicating the advantages of asymmetric hashing scheme. To verify the effectiveness of DIHN, we adopt the asymmetric deep hashing method ADSH to generate original binary hash codes $B$. For normal incremental settings, i.e. $i = 1, 2, 3$, DIHN$_{1,2}$+ADSH can achieve competitive retrieval performance. For challenging incremental settings, i.e. $i = 6, 11$, the performance of DIHN$_{1,2}$+ADSH is a little inferior to that of DIHN$_{1,2}$+ADSH under the normal settings. This is mainly because the original database images under the challenging incremental settings are less than the ones under the normal settings, resulting in less discriminative original binary hash codes $B$.

We further verify the effectiveness of DIHN* with three different sample rates: 0.2, 0.4, 0.6 and 0.8. The MAP results are listed in Table 3. Note that the number of incremental classes for DIHN* is 3. In general, compared to DIHN$_{1,2}$, DIHN* can achieve competitive retrieval performance for sample rates 0.6 and 0.8. For lower sample rates 0.2 and 0.4, the performance of DIHN* becomes poor, and DIHN$_{0,4}$ achieves much better performance than DIHN$_{0,2}$, indicating the importance of the original binary hash codes $B$. As can be seen in optimization process, $B$ is highly related to $\theta$, and $\theta$ can affect $B'$.

To deal with the situation when only parts of the incremental database images are labeled, we investigate a DIHN variant, called DIHN-S. DIHN-S directly learns binary hash codes for the labeled incremental database images while generating hash codes for unlabeled ones through the learned CNN model. For example, DIHN$_{3,0,2}$ denotes DIHN$_{3}$ with 20%/80% labeled/unlabeled incremental database images. The MAP results are shown in Table 4. In general, DIHN-S is inferior to DIHN mainly because of the quantization error and less sampled labeled incremental images. However, due to the advantages of the asymmetric hashing scheme, DIHN-S can efficiently utilize the learned hash codes and still achieve competitive retrieval performance. As expected, the MAP results increase with the increasing of the number of the labeled incremental database images.

4.3. Time Complexity

We further compare the training costs of DIHN$_{1,2}$+ADSH and DIHN$_{0,2}$+ADSH with other approaches. The number of incremental classes for DIHN$_{0,2}$+ADSH is 3. For the competitor, we only choose the ADSH, since it has been shown in [8] that ADSH already performs much faster than other deep hashing methods. We report the MAP results at different training time points.

Figure 3 details the performances and time costs on NUS-WIDE dataset. In all cases, DIHN$_{1,2}$+ADSH shows much better training efficiency than ADSH, as expected in complexity analysis section. The reason is that DIHN does not need to take the original database into account. For example, it takes only about 28 minutes for DIHN$_{1,2}$+ADSH to achieve promising performance when the code length is 12. In contrast, ADSH has to cost three times (83 minutes) as much as DIHN$_{1,2}$+ADSH to reach the similar retrieval accuracy. This somewhat reveals the weakness of ADSH that it is not suitable for the incremental scenario. ADSH has to retrain the model when updating, even the previous hash codes and model are already available. While our DIHN is much more flexible to handle the newly-emerging data. Moreover, compared to DIHN$_{1,2}$+ADSH, our DIHN$_{0,2}$+ADSH could further reduce the training time to get convergence. Specifically, when the code length is 48, DIHN$_{0,2}$+ADSH takes about 20 minutes to get convergence, while DIHN$_{1,2}$+ADSH costs 40 minutes. Table 5 further shows the comparison of training time spent in one iteration ($\theta$-step+$B'$-step) on NUS-WIDE dataset. As expected, ADSH takes much more time than DIHN$_{1,2}$ and DIHN$_{0,2}$ in one iteration, which is consistent with complexity analysis.
Table 4. Comparison of MAP w.r.t. different number of bits on two datasets. DIHN$_{3}$-S$_{0.2}$ denotes DIHN$_{3}$ with 20%/80% labeled/unlabeled incremental database images. Note that the MAP performance is calculated on the top 5,000 returned images for NUS-WIDE dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>CIFAR-10</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12 bits</td>
<td>24 bits</td>
</tr>
<tr>
<td>DIHN$_{3}$+ADSH</td>
<td>0.8916</td>
<td>0.9273</td>
</tr>
<tr>
<td>DIHN$<em>{3}$-S$</em>{0.2}$+ADSH</td>
<td>0.7594</td>
<td>0.8423</td>
</tr>
<tr>
<td>DIHN$<em>{3}$-S$</em>{0.4}$+ADSH</td>
<td>0.8374</td>
<td>0.8983</td>
</tr>
<tr>
<td>DIHN$<em>{3}$-S$</em>{0.6}$+ADSH</td>
<td>0.8799</td>
<td>0.9091</td>
</tr>
<tr>
<td>DIHN$<em>{3}$-S$</em>{0.8}$+ADSH</td>
<td>0.8769</td>
<td>0.9269</td>
</tr>
</tbody>
</table>

Figure 3. The MAP results vs. training time costs curves of DIHN$_{3}$+ADSH, DIHN$_{3}$-S$_{0.2}$+ADSH, and ADSH on NUS-WIDE dataset. DIHN shows much better training efficiency.

Table 5. Comparison of the training time (in seconds) spent in one iteration w.r.t. different number of bits on NUS-WIDE dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>12 bits</th>
<th>24 bits</th>
<th>32 bits</th>
<th>48 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADSH</td>
<td>122.78</td>
<td>178.97</td>
<td>216.26</td>
<td>296.41</td>
</tr>
<tr>
<td>DIHN$_{3}$</td>
<td>65.06</td>
<td>76.83</td>
<td>79.88</td>
<td>86.49</td>
</tr>
<tr>
<td>DIHN$_{0.2}$</td>
<td>42.66</td>
<td>48.06</td>
<td>51.60</td>
<td>58.60</td>
</tr>
</tbody>
</table>

Figure 4. The MAP with the change of hyper-parameters $q$, $\lambda$ and $\mu$ on two datasets. The code length is 12.

4.4. Parameter Sensitivity

The MAP results of DIHN$_{3}$+ADSH under different values of the hyper-parameters $\lambda$, $q$, and $\mu$ are shown in Figure 4. We tune one parameter with the other two fixed. For instance, we tune $\lambda$ in the range of $[1, 10, 100, 200, 500]$ by fixing $q = 2000$ and $\mu = 50$, respectively. Similarly, we set $\lambda = 200$, $q = 2000$ when tuning $\mu$, and set $\lambda = 200$, $\mu = 50$ when tuning $q$. As demonstrated in Figure 4, the performance varies with different values of the three hyper-parameters. Specifically, $\lambda$, $q$ and $\mu$ have a wide range $[1, 500], [500, 2500]$ and $[0.1, 100]$, respectively. Note that the MAP value increases with the increasing of $q$ in the range $[500, 2500]$, indicating that sampling more images can boost the retrieval performance. However, as discussed before, the computational complexity increases with the increasing of $q$. Hence, we set $q = 2000$ in consideration of both computational complexity and retrieval performance.

5. Conclusion

In this paper, we have proposed a deep incremental hash learning architecture for large-scale image retrieval, called DIHN. The DIHN has the following three features: capability of learning new data, preservation of old codes, and efficiency of training. To the best of our knowledge, DIHN is the first deep incremental hashing approach. We carefully design an incremental hashing loss function that aims at simultaneously generating hash codes for incremental database images and learning a CNN model for producing hash codes for query images. Extensive experiments demonstrate that the proposed deep incremental hashing method DIHN can significantly decrease the training time with almost no loss of accuracy.
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