f-VAEGAN–D2: A Feature Generating Framework for Any-Shot Learning
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Abstract

When labeled training data is scarce, a promising data augmentation approach is to generate visual features of unknown classes using their attributes. To learn the class conditional distribution of CNN features, these models rely on pairs of image features and class attributes. Hence, they cannot make use of the abundance of unlabeled data samples. In this paper, we tackle any-shot learning problems i.e., zero-shot and few-shot, in a unified feature generating framework that operates in both inductive and transductive learning settings. We develop a conditional generative model that combines the strength of VAE and GANs and in addition, via an unconditional discriminator, learns the marginal feature distribution of unlabeled images. We empirically show that our model learns highly discriminative CNN features for five datasets, i.e., CUB, SUN, AWA and ImageNet, and establish a new state-of-the-art in any-shot learning, i.e., inductive and transductive (generalized) zero- and few-shot learning settings. We also demonstrate that our learned features are interpretable: we visualize them by inverting them back to the pixel space and we explain them by generating textual arguments of why they are associated with a certain label.

1. Introduction

Learning with limited labels has been an important topic of research as it is unrealistic to collect sufficient amounts of labeled data for every object. Recently, generating visual features of previously unseen classes [58, 5, 28, 11] has shown its potential to perform well on extremely imbalanced image collections. However, current feature generation approaches have still shortcomings. First, they rely on simple generative models which are not able to capture complex data distributions. Second, in many cases, they do not truly generalize to the under represented classes. Third, although classifiers trained on a combination of real and generated features obtain state-of-the-art results, generated features may not be easily interpretable.

Figure 1: Our any-shot feature generating framework learns discriminative and interpretable CNN features from both labeled data of seen and unlabeled data of novel classes.

Our main focus in this work is a new model that generates visual features of any class, utilizing labeled samples when they are available and generalizing to unknown concepts whose labeled samples are not available. Prior work used GANs for this task [58, 11] as they directly optimize the divergence between real and generated data, but they suffer from mode collapse issues [3]. On the other hand, feature generation with VAE [28] is more stable. However, VAE optimizes the lower bound of log likelihood rather than the likelihood itself [23]. Our model combines the strengths of VAE and GANs by assembling them to a conditional feature generating model, called f-VAEGAN–D2, that synthesizes CNN image features from class embeddings, i.e., class-level attributes or word2vec [35]. Thanks to its additional discriminator that distinguishes real and generated features, our f-VAEGAN–D2 is able to use unlabeled data from previously unseen classes without any condition. The features learned by our model, e.g., Figure 1, are discriminative in that they boost the performance of any-shot learning as well as being visually and textually interpretable.

Our main contributions are as follows. (1) We propose
the $\text{F-VAEGAN-D2}$ model that consists of a conditional encoder, a shared conditional decoder/generator, a conditional discriminator and a non-conditional discriminator. The first three networks aim to learn the conditional distribution of CNN image features given class embeddings optimizing VAE and WGAN losses on labeled data of seen classes. The last network learns the marginal distribution of CNN image features on the unlabeled features of novel classes. Once trained, our model synthesizes discriminative image features that can be used to augment softmax classifier training. (2) Our empirical analysis on CUB, AWA2, SUN, FLO, and large-scale ImageNet shows that our generated features improve the state-of-the-art in low-shot regimes, i.e. (generalized) zero- and few shot learning in both the inductive and transductive settings. (3) We demonstrate that our generated features are interpretable by inverting them back to the raw pixel space and by generating visual explanations.

2. Related Work

In this section, we discuss related works on zero- and few-shot learning as well as generative models.

Zero-shot Learning. We are interested in both zero-shot learning (ZSL) that aims to predict unseen classes and generalized zero-shot learning (GZSL) that predicts both seen and unseen classes. The required knowledge transfer from seen classes to unseen classes relies on the semantic embedding, e.g. attributes annotated by humans, word embeddings learned on text corpus, hierarchy embeddings obtained from label hierarchy, sentence embeddings from a language model. Unlike the instance-level image features, the semantic embedding is usually class-level, i.e. we use class embedding and semantic embedding interchangeably. Early works [29, 22] associate seen and unseen classes by learning attribute classifiers. Most of recent zero-shot learning works [1, 27, 49, 13, 60] learn a compatibility function between the image and semantic embedding spaces. [61, 40, 6] represents image and class embeddings as a mixture of seen class proportions. SYNC [6] and [10, 32] learn to predict linear classifier weights of unseen classes. [54] proposes to combine the semantic embedding and knowledge graph with graph convolutional network [24]. An orthogonal direction is generative model [52, 38], where class-conditional distribution is learned based on the Gaussian assumption.

In contrast to those inductive approaches that only use labeled data from seen classes, transductive zero-shot learning methods additionally leverage unlabeled data from unseen classes. PST [48] and DSZSRL [59] project image embedding to the semantic embedding space followed by label propagation. TMV [14] combines multiple semantic embeddings and performs hypergraph label propagation. [26, 16] exploit semantic manifold learning. GFZSL [52] treats unknown labels of unseen class images as latent variables and applies Expectation-Maximization (EM). As the prediction is biased to seen classes in GZSL, UE [51] maximizes the probability of predicting unlabeled images as unseen classes. Our model operates in both inductive and transductive zero-shot settings. However, unlike most of other transductive approaches that rely on label propagation, we propose to learn a feature generator with labeled data of seen classes and unlabeled data of unseen classes.

Few-shot Learning. The task of few-shot learning is to train a model with only a few training samples. Directly optimizing the standard model with few samples will have high risk of over-fitting. The general idea is to train a model on classes with enough training samples and generalize to classes with few samples without learning new parameters. Siamese neural networks [25] proposes a CNN architecture that computes similarity between an image pair. Matching network [53] and prototypical networks [50] predict an image label based on support sets and apply the episode training strategy that mimics the few-shot testing. Meta-LSTM [45] learns the exact optimization algorithm used to train the few-shot classifier. MAML [12] proposes to learn good weight initialization that can be adapted to small dataset efficiently. [20, 55] propose a large scale low-shot benchmark on ImageNet and generate features for novel classes. Imprinting [42] directly copies the normalized image embedding as classifier weights, while [43] predicts classifier weights from image features with a learned neural network. In contrast to those prior works that only rely on visual information, we also leverage class-level semantic information, i.e. attribute or word2vec [35].

Generative Models. Generative modeling aims to learn the probability distribution of data points such that we can randomly sample data from it that can be used as a data augmentation mechanism. Generative Adversarial Networks (GANs) [17, 36, 44] consist of a generator that synthesizes fake data and a discriminator that distinguishes fake and real data. The instable training issues of GANs have been studied by [19, 3, 37]. An interesting application of GANs is CycleGAN [62] that translates an image from one domain to another domain. [47] generates natural images from text descriptions, and SRGAN [31] solves single image super-resolution. Variational Autoencoder (VAE) [23] employs an encoder that represents the input as a latent variable with Gaussian distribution assumption and a decoder that reconstructs the input from the latent variable. GMMN [33] optimizes the maximum mean discrepancy (MMD) [18] between real and generated distribution. Recently, generative models [5, 63, 28, 58] have been applied to solve generalized zero-shot learning by synthesizing CNN features of unseen classes from semantic embeddings. Among those, [5] uses GMMN [33], [63, 58] use GANs [17] and [28] em-
exploits VAE [23]. Our model combines the advantages of both VAE and GAN with an additional discriminator to use unlabeled data of unseen classes which lead to more discriminative features.

3. f-VAEGAN-D2 Model

Existing models that operate on sparse data regimes are either trained with labeled data from a set of classes which is disjoint from the set of classes at test time, i.e. inductive zero-shot setting [29, 13], or the samples can come from all classes but then their labels are not known, i.e. transductive zero-shot setting [15, 48]. Recent works [58, 28, 11] address generalized zero-shot learning by generating synthetic CNN features of unseen classes followed by training softmax classifiers, which alleviates the imbalance between seen and unseen classes. However, we argue that those feature generating approaches are not expressive enough to capture complicated feature distributions in real world. In addition, since they have no access to any real unseen class features, there is no guarantee on the quality of generated unseen class features. As shown in Figure 2, we proposes to enhance the feature generator by combining VAE and GANs with shared decoder and generator, and adding another discriminator (D2) to distinguish real or generated features without applying any condition. Intuitively, in transductive zero-shot setting, by feeding real unlabeled features of unseen classes, D2 will be able to learn the manifold of unseen class such that more realistic features can be generated. Hence, the key to our approach is the ability to generate semantically rich CNN feature distributions, which is generalizes to any-shot learning scenarios ranging from (generalized) zero-shot to (generalized) few-shot to (generalized) many-shot learning.

Setup. We are given a set of images \( X = \{x_1, \ldots, x_l \} \cup \{x_{l+1}, \ldots, x_t \} \) encoded in the image feature space \( \mathcal{X} \), a seen class label set \( Y^s \), a novel label set \( Y^n \), a.k.a unseen class label set \( Y^n \) in the zero-shot learning literature. The set of class embeddings \( C = \{c(y) \mid \forall y \in Y^s \cup Y^n \} \) are encoded in the semantic embedding space \( \mathcal{C} \) that defines high level semantic relationships between classes. The first \( l \) points \( x_s(s \leq l) \) are labeled as one of the seen classes \( y_s \in Y^s \) and the remaining points \( x_n(l+1 \leq n \leq t) \) are unlabeled, i.e. may come from seen or novel classes.

In the inductive setting, the training set contains only labeled samples of seen class images, i.e. \( \{x_1, \ldots, x_l \} \). On the other hand, in the transductive setting, the training set contains both labeled and unlabeled samples, i.e. \( \{x_1, \ldots, x_l, x_{l+1}, \ldots, x_t \} \). For both inductive and transductive settings the inference is the same. In zero-shot learning, the task is to predict the label of those unlabeled points that belong to novel classes, i.e. \( f_{zsl} : \mathcal{X} \rightarrow Y^n \). While in the generalized zero-shot learning, the goal is to classify those unlabeled points that can be either from seen or novel classes, i.e. \( f_{gzsl} : \mathcal{X} \rightarrow Y^s \cup Y^n \). Few-shot and generalized few-shot learning are defined similarly.

Our framework can be thought of as a data augmentation scheme where arbitrarily many synthetic features of sparsely populated classes aid in improving the discriminative power of classifiers. In the following, we only detail our feature generating network structure as the classifier is unconstrained (we use linear softmax classifiers).

3.1. Baseline Feature Generating Models

In feature generating networks (f-WGAN) [58] the generator \( G(z, c) \) generates a CNN feature \( \hat{x} \) in the input feature space \( \mathcal{X} \) from random noise \( z_p \) and a condition \( c \), and the
Our losses are able to capture different modes of the data. We hypothesize that VAEGAN learns complementary information for feature generation as well. This is likely when the target domain is large. We hypothesize that VAE and GAN learn complementary information for feature generation as well. This is likely when the target data follows a complicated multi-modal distribution where two losses are able to capture different modes of the data.

To combine f-VAE and f-WGAN, we introduce an encoder $E(x,c): X \times C \rightarrow \mathcal{Z}$, which encodes a pair of feature and class embedding to a latent representation, and a discriminator $D_1: \mathcal{X} \times \mathcal{C} \rightarrow \mathbb{R}$ maps this embedding pair to a compatibility score, optimizing:

$$
\mathcal{L}_{VAEGAN} = \mathcal{L}_{VAE} + \gamma \mathcal{L}_{WGAN}
$$

where the generator $G(z,c)$ of the GAN and decoder $Dec(z,c)$ of the VAE share the same parameters. The superscript $s$ indicates that the loss is applied to feature and class embedding pair of seen classes. $\gamma$ is a hyperparameter to control the weighting of VAE and GAN losses.

Furthermore, when unlabeled data of novel classes becomes available, we propose to add a non-conditional discriminator $D_2$ in f-VAEGAN-D2 which distinguishes between real and generated features of novel classes. This way $D_2$ learns the feature manifold of novel classes. Formally, our additional non-conditional discriminator $D_2: \mathcal{X} \rightarrow \mathbb{R}$ distinguishes real and synthetic unlabeled samples using a WGAN loss:

$$
\mathcal{L}_{WGAN} = \mathbb{E}[D_2(x_n)] - \mathbb{E}[D_2(\tilde{x}_n)] - \lambda \mathbb{E}[||\nabla_{\tilde{x}_n} D_2(\tilde{x}_n)||_2 - 1]^2,
$$

where $\tilde{x} = G(z,y_n)$ with $y_n \in Y$, $\tilde{x}_n = \alpha x_n + (1 - \alpha) x_n$ with $\alpha \sim U(0,1)$ and $\lambda$ is the penalty coefficient.

Implementation Details. Our generator ($G$) and discriminators ($D_1$ and $D_2$) are implemented as multilayer perceptron (MLP). The random Gaussian noise $z \sim \mathcal{N}(0,1)$ and class embedding $c(y)$ are concatenated and fed into the generator, which is composed of 2 fully connected layers with 4096 hidden units. We find dimension of noise $d_c = d_z$, i.e. dimension of class embeddings, works well. Similarly, the discriminators take input as the concatenation of image feature and class embedding and have 2 fully connected layers with 4096 hidden units. We use LeakyReLU as the non-linear activation function except for the output layer of $G$, for which Sigmoid is used because we apply binary cross entropy loss as $\mathcal{L}_{REC}$ and input features are rescaled to be in $[0,1]$. We find $\beta = 1$ and $\gamma = 1000$ works well across all the datasets. Gradient penalty coefficient is set to $\lambda = 10$ and generator is updated every 5 discriminator iterations as suggested in WGAN paper [4]. As for the optimization, we use Adam optimizer with constant learning rate 0.001 and early stopping on the validation set.
Comparing with the state-of-the-art. In Table 2 we compare our model with the best performing recent methods on four zero-shot learning datasets on ZSL and GZSL settings. In the inductive ZSL setting, our model both with and without fine-tuning outperforms the state-of-the-art for all datasets. Our model with fine-tuned features establishes the new state-of-the-art, i.e. 72.9% on CUB, 70.4% on FLO, 65.6% on SUN and 70.3% on AWA. For the transductive ZSL setting, our model without fine-tuning on CUB is surpassed by UE-finetune of [51], i.e. 71.1% vs 72.1%. However, when we also fine-tune our features, we establish the new state-of-the-art on the transductive ZSL setting as well, i.e. 82.6% on CUB, 95.4% on FLO, 72.6% on SUN and 89.3% on AWA.

In the GZSL setting, we observe that feature generation leads to a more balanced data distribution such that the learned classifier is not biased to seen classes. This is due to the fact that data augmentation through feature generation leads to a more balanced data distribution. Our model leads to higher results than other methods, i.e. it assumes that unlabeled test samples always come from unseen classes. Nevertheless, our model with fine-tuning leads to 77.3% harmonic mean (H) on CUB, 94.1% H on FLO, 47.2% H on SUN and 87.5% H on AWA achieving significantly higher results than all the prior works.

Large-scale experiments. Although most of the prior work presented in Table 2 has not been evaluated in ImageNet, this dataset serves a challenging and interesting test bed for (G)ZSL research. Hence, we compare our model with CLSWGAN [58] on ImageNet using the same evaluation protocol. As shown in Figure 3 our model significantly improves over the state-of-the-art in both ZSL and GZSL settings in 2H, 3H and All splits determined by considering the classes 2 hops or 3 hops away from 1000 classes of ImageNet as well as all the remaining classes. These experiments are important for two reasons. First, they show that our feature generation model is scalable to the largest scale setting available. Second, our model is applicable to the situations even when human annotated attributes are not available, i.e. for ImageNet classes attributes are not available hence we use per-class word2vec representations.

4.2. (Generalized) Few-shot Learning

In few-shot or low-shot learning scenarios, classes are divided into base classes that have a large number of labeled training samples and novel classes that contain only few labeled samples per category. In the plain FSL setting, the goal is to achieve good performance on novel classes whereas in GFSL setting good performance must generalize to all classes.
### Zero-Shot Learning

<table>
<thead>
<tr>
<th>Method</th>
<th>CUB</th>
<th>FLO</th>
<th>SUN</th>
<th>AWA</th>
<th>Generalized Zero-Shot Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T1</td>
<td>T1</td>
<td>T1</td>
<td>u</td>
</tr>
<tr>
<td>ALE [2]</td>
<td>54.9</td>
<td>48.5</td>
<td>58.1</td>
<td>59.9</td>
<td>23.7</td>
</tr>
<tr>
<td>CLSWGAN [58]</td>
<td>57.3</td>
<td>67.2</td>
<td>60.8</td>
<td>68.2</td>
<td>43.7</td>
</tr>
<tr>
<td>SE-GZSL [28]</td>
<td>59.6</td>
<td></td>
<td>63.4</td>
<td>69.2</td>
<td>41.5</td>
</tr>
<tr>
<td>Cycle-CLSWGAN [11]</td>
<td>58.6</td>
<td>70.3</td>
<td>59.9</td>
<td>66.8</td>
<td>47.9</td>
</tr>
<tr>
<td>Ours</td>
<td>61.0</td>
<td>67.7</td>
<td>64.7</td>
<td>71.1</td>
<td>48.4</td>
</tr>
<tr>
<td>Ours-finetuned</td>
<td>72.9</td>
<td>70.4</td>
<td>65.6</td>
<td>70.3</td>
<td>63.2</td>
</tr>
<tr>
<td>ALE-tran [57]</td>
<td>54.5</td>
<td>48.3</td>
<td>55.7</td>
<td>70.7</td>
<td>23.5</td>
</tr>
<tr>
<td>GFZSL [52]</td>
<td>50.0</td>
<td>85.4</td>
<td>64.0</td>
<td>78.6</td>
<td>24.9</td>
</tr>
<tr>
<td>UE-finetune [51]</td>
<td>48.7</td>
<td>57.7</td>
<td>56.8</td>
<td>72.8</td>
<td>17.3</td>
</tr>
<tr>
<td>Ours</td>
<td>71.1</td>
<td>89.1</td>
<td>70.1</td>
<td>89.8</td>
<td>61.4</td>
</tr>
<tr>
<td>Ours-finetuned</td>
<td>82.6</td>
<td>95.4</td>
<td>72.6</td>
<td>89.3</td>
<td>73.8</td>
</tr>
</tbody>
</table>

**Table 2:** Comparing with the-state-of-the-art. Top: inductive methods (IND), Bottom: transductive methods (TRAN). Fine tuning is performed only on seen class images as this does not violate the zero-shot condition. We measure top-1 accuracy (T1) in ZSL setting, Top-1 accuracy on seen (s) and unseen (u) classes as well as their harmonic mean (H) in GZSL setting.

![FSL and GFSL results on CUB and FLO with increasing number of training samples per novel class.](image)

**Figure 4:** FSL and GFSL results on CUB and FLO with increasing number of training samples per novel class. Left: FSL plots show the top-1 accuracy on novel classes. Right: GZSL plots show the top-1 accuracy on all classes.

Among the classic ZSL datasets, CUB has been used for few-shot learning in [42] by taking the first 100 classes as base classes and the rest as novel classes. However, as ImageNet 1K contains some of those novel classes and feature extractors are pretrained on it, we use the class splits from the standard ZSL setting, i.e. 150 base and 50 novel. For FLO we also follow the same class splits as in ZSL. As for features, we use the same fine-tuned ResNet-101 features and attribute class embeddings used in zero-shot learning experiments. For fairness, we repeat all the experiments for [42] and [20] with the same image features.

**Comparing with the state-of-the-art.** As shown in Figure 4 both for FSL and GFSL settings and for both datasets both our inductive and transductive models have a significant edge over all the competing methods when the number of samples from novel classes is small, e.g. 1, 2 and 5. This shows that our model generates highly discriminative features even with only few real samples are present. In fact, only with one real sample per class, our model achieves almost the full accuracy obtained with 20 samples per class. Going towards the full supervised learning, e.g. with 10 or 20 samples per class, all methods perform similarly. This is expected since in the setting where a large number of labeled samples per class is available, then a simple softmax classifier that uses real ResNet-101 features achieves the state-of-the-art.

In the inductive FSL setting, our model that uses one labeled sample per class reaches the accuracy as softmax that uses five samples per class. In the transductive FSL setting, our model that uses one labeled sample per class reaches the accuracy of softmax obtained with 10 samples per class. Furthermore, the inductive GFSL setting, our model with two samples per class achieves the same accuracy as softmax trained with ten samples per class on CUB. In the transductive GFSL setting, for FLO, for our model only one labeled sample is enough to reach the accuracy obtained with 20 labeled samples with softmax. Note that the same behavior is observed on SUN and AWA as well. Due to space restrictions we present them in the supplementary material.
In this section, we show that our generated features on FLO are visually discriminative and textually explainable.

**Large-scale experiments.** Regarding few-shot learning results on ImageNet, we follow the procedure in [20] where 1K ImageNet categories are randomly divided into 389 base and 611 novel classes. To facilitate cross validation, base classes are further split into $C^1_{\text{base}}$ (193 classes) and $C^2_{\text{base}}$ (196 classes), and novel classes into $C^1_{\text{novel}}$ (300 classes) and $C^2_{\text{novel}}$ (311 classes). The cross validation of hyperparameters is performed on $C^1_{\text{base}}$ and $C^1_{\text{novel}}$ and the final results are reported on $C^2_{\text{base}}$ and $C^2_{\text{novel}}$. Here, we extract image features from the ResNet-50 pretrained on $C^1_{\text{base}} \cup C^2_{\text{base}}$, which is provided by the benchmark [20]. Since there is no attribute annotation on ImageNet, we use 300-dim word2vec [35] embeddings as the class embedding.

Following [55], we measure the averaged top-5 accuracy on test examples of novel classes with the model restricted to only output novel class labels, and the averaged top-5 accuracy on test examples of all classes with the model that predicts both base and novel classes.

Our baselines are PMN w/G* [55] combining meta-learning and feature generation, analogy generator [20] learning an analogy-based feature generator and softmax classifier learned with uniform class sampling. For few-shot learning results in Figure 5(left), we observe that our model in the transductive setting, i.e. **Ours-tran** improves the state-of-the-art PMN w/G* [55] significantly when the number of training samples is small, i.e. 1, 2 and 5. Notably, we achieve 60.6% vs 54.7% state-of-the-art at 1 shot, 70.3 vs 66.8% at 2 shots. This indicates that our model generates highly discriminative features by leveraging unlabeled data and word embeddings. In the challenging generalized few-shot learning setting (Figure 5 right), although PMN /G* [55] is quite strong by applying meta-learning [50], our model still achieves comparable results with the state-of-the-art. It is also worth noting that PMN w/G* [55] cannot be directly applied to zero-shot learning. Hence, our approach is more versatile.

**4.3. Interpreting Synthesized Features**

In this section, we show that our generated features on FLO are visually discriminative and textually explainable.

**Visualising generated features.** A number of methods [8, 34, 9] have explored strategies to generate images by inverting feature embeddings. We follow a strategy similar to [8] and train a deep upconvolutional neural network to invert feature embeddings to the image pixel space. We impose a L1 loss between the ground truth image and the inverted image, as well as a perceptual loss, by passing both images through a pre-trained Resnet101, and taking an L2 loss on the feature vectors at conv5_4 and average pooling layers. We also utilize an adversarial loss, by feeding the image and feature embedding to a discriminator, to improve our image quality. Our generator consists of a fully connected layer followed by 5 upconvolutional blocks. Each upconvolutional block contains an Upsampling layer, a 3x3 convolution, BatchNorm and ReLu non-linearity. The final size of the reconstructed image is 64x64. The discriminator processes the image through 4 downsampling blocks, the feature embedding is sent to a linear layer and spatially replicated and concatenated with the image embedding, and this final embedding is passed through a convolutional and sigmoid layer to get the probability that the sample is real or fake. We train this model on all the real feature-image pairs of the 102 classes, and use the trained generator to invert images from synthetic features.

In Figure 6, we show generated images from real and synthetic features for comparison. We observe that images generated from synthetic features contain the essential attributes required for classification, such as the general color distribution and sometimes even features like the petal and stamen are visible. Also, the image quality is similar for the images generated from real and synthetic features. Interestingly, the synthetic features of unseen classes generated by our model without observing any real features from that class, i.e. “Unseen classes” and “S” row, also yield pleasing reconstructions.

As shown in “Challenging Classes” of Figure 6, in some cases the generated images from synthetic features lack a certain level of detail, e.g. see images for “Balloon Flower” and in some cases the colors do not match with the real image, e.g. see images for “Sweat Pea”. We noticed that these correspond to classes with high inter class variation.

**Explaining visual features.** We also explore generating textual explanations of our synthetic features. For this, we choose a language model [21], that produces an explanation of why an image belongs to a particular class, given a feature embedding and a class label. The architecture of our model is similar to [21], we use a linear layer for the feature embedding, and feed it as the start token for a LSTM. At every step in the sequence, we also feed the class embedding, to produce class relevant captions. The class embedding is obtained by training a LSTM to generate captions from images, and taking the average hidden state for images of that class. A softmax cross entropy loss is imposed on the out-
put using the ground truth caption. Also, a discriminative loss that encourages the generated sentence to belong to the relevant class is imposed by sampling a sentence from the LSTM and sending it to a pre-trained sentence classifier. The model is trained on the dataset from [46]. As before, we train this model on all the real feature-caption pairs, and use it to obtain explanations for synthetic features.

In Figure 6, we show explanations obtained from real and synthetic features. We observe that the model generates image relevant and class specific explanations for synthetic features of both seen and unseen classes. For instance, a “King Protea” feature contains information about “red petals and pointy tips” while “Purple Coneflower” feature has information on “pink in color and petals that are drooping downward” which are the most visually distinguishing properties of this flower.

On the other hand, as shown at the bottom of the figure, for classes where image features lack a certain level of detail, the generated explanations have some issues such as repetitions, e.g. “trumpet shaped” and “star shape” in the same sentence and unknown words, e.g. see the explanation for “Balloon Flower”.

5. Conclusion

In this work, we develop a transductive feature generating framework that synthesizes CNN image features from a class embedding. Our generated features circumvent the scarceness of the labeled training data issues and allow us to effectively train softmax classifiers. Our framework combines conditional VAE and GAN architectures to obtain a more robust generative model. We further improve VAE-GAN by adding a non-conditional discriminator that handles unlabeled data from unseen classes. The second discriminator learns the manifold of unseen classes and backpropagates the WGAN loss to feature generator such that it generalizes better to generate CNN image features for unseen classes.

Our feature generating framework is effective across zero-shot (ZSL), generalized zero-shot (GZSL), few-shot (FSL) and generalized few-shot learning (GFSL) tasks on CUB, FLO, SUN, AWA and large-scale ImageNet datasets. Finally, we show that our generated features are visually interpretable, i.e. the generated images by inverting features into raw image pixels achieve an impressive level of detail. They are also explainable via language, i.e. visual explanations generated using our features are class-specific.
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