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Abstract

Deep Neural Networks are quite vulnerable to adversarial perturbations. Current state-of-the-art adversarial attack methods typically require very time consuming hyper-parameter tuning, or require many iterations to solve an optimization based adversarial attack. To address this problem, we present a new family of trust region based adversarial attacks, with the goal of computing adversarial perturbations efficiently. We propose several attacks based on variants of the trust region optimization method. We test the proposed methods on Cifar-10 and ImageNet datasets using several different models including AlexNet, ResNet-50, VGG-16, and DenseNet-121 models. Our methods achieve comparable results with the Carlini-Wagner (CW) attack, but with significant speed up of up to 37×, for the VGG-16 model on a Titan Xp GPU. For the case of ResNet-50 on ImageNet, we can bring down its classification accuracy to less than 0.1% with at most 1.5% relative $L_{\infty}$ (or $L_2$) perturbation requiring only 1.02 seconds as compared to 27.04 seconds for the CW attack. We have open sourced our method which can be accessed at [1].

1. Introduction

Deep Neural Networks (DNNs) have achieved impressive results in many research areas, such as classification, object detection, and natural language processing. However, recent studies have shown that DNNs are often not robust to adversarial perturbation of the input data [8, 26]. This has become a major challenge for DNN deployment, and significant research has been performed to address this. These efforts can be broadly classified into three categories: (i) research into finding strategies to defend against adversarial inputs (which has so far been largely unsuccessful); (ii) new attack methods that are stronger and can break the proposed defense mechanisms; and (iii) using attack methods as form of implicit adversarial regularization for training neural networks [23, 28, 29]. Our interest here is mainly focused on finding more effective attack methods that could be used in the latter two directions. Such ad-

Figure 1: An example of DeepFool, CW, and our TR attack on AlexNet, with $L_2$ norm. Both CW and TR perturbations are smaller in magnitude and more targeted than DeepFool’s (2× smaller here). TR attack obtains similar perturbation as CW, but 15× faster. In the case of the VGG-16 network, we achieve an even higher speedup of 37.5× (please see Fig. 4 for timings).
versarial attack methods can be broadly classified into two categories: white-box attacks, where the model architecture is known; and black-box attacks, where the adversary can only perform a finite number of queries and observe the model behaviour. In practice, white-box attacks are often not feasible, but recent work has shown that some adversarial attacks can actually transfer from one model to the other [15]. Therefore, precise knowledge of the target DNN may actually not be essential. Another important finding in this direction is the existence of an adversarial patch, i.e., a small set of pixels which, if added to an image, can fool the network. This has raised important security concerns for applications such as autonomous driving, where addition of such an adversarial patch to traffic signs could fool the system [3].

Relatedly, finding more efficient attack methods is important for evaluating defense strategies, and this is the main focus of our paper. For instance, the seminal work of [5] introduced a new type of optimization based attack, commonly referred to as CW (Carlini-Wagner) attack, which illustrated that defensive distillation [18] can be broken with its stronger attack. The latter approach had shown significant robustness to the fast gradient sign attack method [8], but not when tested against the stronger CW attack. Three metrics for an efficient attack are the speed with which such a perturbation can be computed, the magnitude or norm of the perturbation that needs to be added to the input to fool the network, and the transferability of the attack to other networks. Ideally (from the perspective of the attacker), a stronger attack with a smaller perturbation magnitude is desired, so that it could be undetectable (e.g., an adversarial patch that is harder to detect by humans).

In this work, we propose a novel trust region based attack method. Introduced in [6, 25], trust region (TR) methods form a family of numerical optimization methods for solving non-convex optimization problems [17]. The basic TR optimization method works by first defining a region, commonly referred to as trust region, around the current point in the optimization landscape, in which a (quadratic) model approximation is used to find a descent/ascent direction. The idea of using this confined region is due to the model approximation error. In particular, the trust region method is designed to improve upon vanilla first-order and second-order methods, especially in the presence of non-convexity.

We first consider a first-order TR method, which uses gradient information for attacking the target DNN model and adaptively adjusts the trust region. The main advantage of first-order attacks is their computational efficiency and ease of implementation. We show that our first-order TR method significantly reduces the over-estimation problem (i.e., requiring very large perturbation to fool the network), resulting in up to 3.9× reduction in the perturbation magnitude, as compared to DeepFool [16]. Furthermore, we show TR is significantly faster than the CW attack (up to 37×), while achieving similar attack performance. We then propose an adaptive TR method, where we adaptively choose the TR radius based on the model approximation to further speed up the attack process. Finally, we present the formulation for how our basic TR method could be extended to a second-order TR method, which could be useful for cases with significant non-linear decision boundaries, e.g., CNNs with Swish activation function [20]. In more detail, our main contributions are the following:

- We cast the adversarial attack problem into the optimization framework of TR methods. This enables several new attack schemes, which are easy to implement and are significantly more effective than existing attack methods (up to 3.9×, when compared to DeepFool). Our method requires a similar perturbation magnitude, as compared to CW, but it can compute the perturbation significantly faster (up to 37×), as it does not require extensive hyper-parameter tuning.

- Our TR-based attack methods can adaptively choose the perturbation magnitude in every iteration. This removes the need for expensive hyper-parameter tuning, which is a major issue with the existing optimization based methods.

- Our method can easily be extended to second-order TR attacks, which could be useful for non-linear activation functions. With fewer iterations, our second-order attack method outperforms the first-order attack method.

Limitations. We believe that it is important for every work to state its limitations (in general, but in particular in this area). We paid special attention to repeat the experiments multiple times, and we considered multiple different DNNs on different datasets to make sure the results are general. One important limitation of our approach is that a naïve implementation of our second-order method requires computation of Hessian matvec backpropogation, which is very expensive for DNNs. Although the second-order TR attack achieves better results, as compared to the first-order TR attack, this additional computational cost could limit its usefulness in certain applications. Moreover, our method achieves similar results as CW attack, but significantly faster. However, if we ignore the strength of the attack,
then the DeepFool attack is faster than our method (and CW’s for that matter). Although such comparison may not be fair, as our attack is stronger. However, this may be an important point for certain applications where maximum speed is needed.

2. Background

In this section, we review related work on adversarial attacks. Consider \( x \in \mathbb{R}^n \) as input image, and \( y \in \mathbb{R}^c \) the corresponding label. Suppose \( M(x; \theta) = \hat{y} \) is the DNN’s prediction probabilities, with \( \theta \) the model parameters and \( \hat{y} \in \mathbb{R}^c \) the vector of probabilities. We denote the loss function of a DNN as \( L(x, \theta, y) \). Then, an adversarial attack is aimed to find a (small) perturbation, \( \Delta x \), such that:

\[
\text{arg max}(M(x + \Delta x; \theta)) = \text{arg max}(\hat{y}) \neq \text{arg max}(y).
\]

There is no closed form solution to analytically compute such a perturbation. However, several different approaches have been proposed by solving auxiliary optimization or analytical approximations to solve for the perturbation. For instance, the Fast Gradient Sign Method (FGSM) [8] is a simple adversarial attack scheme that works by directly maximizing the loss function \( L(x, \theta, y) \). It was subsequently extended to an iterative FGSM [13], which performs multiple gradient ascend steps to compute the adversarial perturbation, and is often more effective than FGSM in attacking the network. Another interesting work in this direction is DeepFool, which uses an approximate analytical method. DeepFool assumes that the neural network behaves as an affine multiclass classifier, which allows one to find a closed form solution. DeepFool is based on “projecting” perturbed inputs to cross the decision boundary (schematically shown in Fig. 3), so that its classification is changed, and this was shown to outperform FGSM. However, the landscape of the decision boundary of a neural network is not linear. This is the case even for ReLU networks with the softmax layer. Even before the softmax layer, the landscape is piecewise linear, but this cannot be approximated with a simple affine transformation. Therefore, if we use the local information, we can overestimate/underestimate the adversarial perturbation needed to fool the network.

The seminal work of [5] introduced the so-called CW attack, a more sophisticated way to directly solve for the \( \Delta x \) perturbation. Here, the problem is cast as an optimization problem, where we seek to minimize the distance between the original image and the perturbed one, subject to the constraint that the perturbed input would be misclassified by the neural network. This work also clearly showed that defensive distillation, which at the time was believed to be a robust method to defend against adversaries, is not robust to stronger attacks. One major disadvantage of the CW attack is that it is very sensitive to hyper-parameter tuning. This is an important problem in applications where speed is important, as finding a good/optimal adversarial perturbation for a given input is very time consuming. Addressing this issue, without sacrificing attack strength, is a goal of our work.

On another direction, adversarial training has been used as a defense method against adversarial attacks [23]. In particular, by using adversarial examples during training, one can obtain models that are more robust to attacks (but still not foolproof). This adversarial training was further extended to ensemble adversarial training [27], with the goal of making the model more robust to black box attacks. Other approaches have also been proposed to detect/defend against adversarial attacks [14, 18]. However, it has recently been
shown that, with a stronger attack method, defense schemes such as distillation or obfuscated gradients can be broken [2, 4, 5].

A final important application of adversarial attacks is to train neural networks to obtain improved generalization, even in non-adversarial environments. Multiple recent works have shown that adversarial training (specifically, training with mixed adversarial and clean data) can be used to train a neural network from scratch in order to achieve a better final generalization performance [22, 23, 28, 29]. In particular, the work of [29] empirically showed that using adversarial training would result in finding areas with “flatter” curvature. This property has recently been argued to be an important parameter for generalization performance [11]. Here, the speed with which adversarial perturbations can be computed is very important since it appears in the inner loop of the training process, and the training needs to be performed for many epochs.

3. Trust Region Adversarial Attack

Let us denote the output of the DNN before the softmax function to be \( z = Z(x; \theta) \in \mathbb{R}^c \). Therefore, we will have:

\[
M(x; \theta) = \text{softmax}(Z(x; \theta)) = \hat{y}.
\]

Denote \( y_t \) to be the true label of \( x \), and \( z_t = \arg \max_z \) to be the prediction output of \( M(x; \theta) \). For clarification, note that \( z_t \) is only the same as \( y_t \) if the neural network makes the correct classification. An adversarial attack seeks to find \( \Delta x \) that fools the DNN, that is:

\[
\arg \min_{\|\Delta x\|_p} \arg \max_z Z(x + \Delta x; \theta) \neq y_t, \quad (1)
\]

where \( \| \cdot \|_p \) denotes the \( L_p \) norm of a vector. It is often computationally infeasible to solve (1) exactly.

**Algorithm 1:** Trust Region Attack

```plaintext
input : Image \( x^0 \), label \( y \), initial radius \( \epsilon^0 \), threshold \( \sigma_1 \) and \( \sigma_2 \), radius adjustment rate \( \eta \)
output : Adversarial Image
\[ \Delta x = 0, \quad j = 0; \]  // Initialization

Using scheme to choose the attacking index \( i \);  // Index Selection

while \( \arg \max_{i} Z(x^i) = \arg \max_{i} y \) do

\[
\Delta x_{\text{tmp}} = \arg \min_{\|\Delta x\| \leq \epsilon^j} m^j(\Delta x^j) = \arg \min_{\|\Delta x\| \leq \epsilon^j} \langle \Delta x^j, g_{t;\theta}^j \rangle + \frac{1}{2} \langle \Delta x^j, H_{t;\theta}^j \Delta x^j \rangle
\]

\[
x^{j+1} = \text{clip}(x^j + \Delta x_{\text{tmp}}, \min(x), \max(x));
\]  // Update

\[
\rho = \frac{(z_t^{(j+1)} - z_t^{(j)}) - (z_t^{(j+1)} - z_t^{(j)})}{m^j(\Delta x^j)}; \]  // Compute Ratio

if \( \rho > \sigma_1 \) then

\[
\epsilon^{j+1} = \min\{\epsilon^j, \epsilon_{\text{max}}\}
\]

else if \( \rho < \sigma_2 \) then

\[
\epsilon^{j+1} = \min\{\epsilon^j / \eta, \epsilon_{\text{min}}\}
\]

else

\[
\epsilon^{j+1} = \epsilon^j
\]

\( j = j + 1 \)
```

Therefore, a common approach is to approximately solve (1) [5, 8, 26]. To do so, the problem can be formulated as follows:

\[
\max_{\|\Delta x\| \leq \epsilon} J(x + \Delta x, \theta, y), \quad (2)
\]

where \( \epsilon \) constrains the perturbation magnitude, and \( J \) can be either the loss function (\( L \)) or more generally another kernel [5]. In the case of DeepFool (DF) attack, this problem is solved by approximating the decision boundary by a linear affine transformation. For such a decision boundary, the perturbation magnitude could be analytically computed by just evaluating the gradient at the current point. However, for neural networks this approximation could be very inaccurate, that is it could lead to over/under-estimation of the perturbation along a sub-optimal direction. The smallest direction would be orthogonal to the decision boundary, and this cannot be computed by a simple affine transformation, as the decision boundary is non-linear (see Fig. 3 for illustration). This is obvious for non-linear activation functions, but even in the case of ReLU, the model behaves like a piece-wise linear function (before the softmax layer, and actually non-linear afterwards). This approach cannot correctly find the orthogonal direction, even if we ignore the non-linearity of the softmax layer.

To address this limitation, we instead use TR methods, which are well-known for solving non-convex optimization problems [25]. The problem of finding adver-

![Figure 3: Schematic illustration of the decision boundaries for a classification problem. Points mapped to the hashed region, are classified with the same label.](image-url)
The two subfigures show, for various neural networks, the time to compute the adversarial attack (x-axis) and the perturbation needed by that attack method to fool an image (y-axis), corresponding to ImageNet results in Table 3. On the left, the y-axis is plotted for average perturbation; and on the right, for the worst case perturbation. An attack that achieves smaller perturbation in shorter time is preferred. Different colors represent different models, and different markers illustrate the different attack methods. Observe that our TR and TR Adap methods achieve similar perturbations as CW but with significantly less time (up to 37.5×).

4. Performance of the Method

To test the efficacy of the TR attack method and to compare its performance with other approaches, we perform multiple experiments using different models on Cifar-10 [12] and ImageNet [7] datasets. In particular, we compare to DeepFool [16], iterative FGSM [8, 13], and the Carlini-Wagner (CW) attack [5].

As mentioned above, the original TR method adaptively selects the perturbation magnitude. Here, to test how effective the adaptive method performs, we also experiment with a case where we set the TR radius to be a fixed small value and compare the results with the original adaptive version. We refer to the fixed radius version as "TR Non-Adap" and the adaptive version as "TR Adap". Furthermore, the metric that we use for performance of the attack is the relative perturbation,

\[ \max_{||\Delta x|| \leq \epsilon} m^j(\Delta x^j) = \langle \Delta x^j, g^j_{t,i} \rangle + \frac{1}{2} \langle \Delta x^j, H^j_{t,i} \Delta x^j \rangle, \]

(3)

where \( \epsilon^j \) is the TR radius at the \( j \)th iteration, \( m^j \) is the approximation of the kernel function of \( f(x^{j-1}) = (z^j_i - z_i) \) with \( g^j_{t,i} \) and \( H^j_{t,i} \) denoting the corresponding gradient and Hessian, and \( x^j = x + \sum_{i=1}^{j-1} \Delta x^i \). Note that the subscript means the index of maximal \( z \), i.e., \( \arg \max z \). The main idea of the TR method is to iteratively select the trusted radius \( \epsilon^j \) to find the adversarial perturbation within this region such that the probability of an incorrect class becomes maximum. TR adjusts this radius by measuring the approximation of the kernel function of \( f \) (with a typical value of \( \sigma_1 = 0.9 \)). In such a case, the trusted radius is increased for the next iterations by a factor of \( \eta > 1 (\epsilon^{j+1} = \eta \epsilon^j) \). However, when the local model \( m^j(s^j) \) is a poor approximation of \( f(x^{j+1}) - f(x^j) \), i.e., \( \rho = \frac{f(x^{j+1}) - f(x^j)}{m^j(s^j)} < \sigma_2 \) (with a typical \( \sigma_2 = 0.5 \)), we decrease the trusted radius for the next iteration \( \epsilon^{j+1} = \epsilon^j / \eta \). Otherwise, we keep the same \( \epsilon^j \) for \( \epsilon^{j+1} \). Typically, a threshold is also used for lower and upper bounds of \( \epsilon^j \). Using this approach, the TR attack can iteratively find an adversarial perturbation to fool the network. See Alg. 1 for details.

Note that for cases where all the activations of the DNN are ReLU, the Hessian is zero almost everywhere [29, Theorem 1], and we actually do not need the Hessian. This means the landscape of \( z_i - z_i \) is piece-wise linear, i.e., we could omit \( H^j_{t,i} \) in (3). However, for non-linear activation functions, we need to keep the Hessian term (since when the NN has smooth activation functions, the Hessian is not zero). For these cases, the problem of finding the adversarial perturbation becomes a Quadratic Constrained Quadratic Programming (QCQP) problem. It is quadratic constraint due to the fact that the norm of the perturbation is limited by the TR radius, \( \eta^j \), and the quadratic programming arises from the non-zero Hessian term. We use Lanczos algorithm to solve the QCQP problem. In this approach, the solution is iteratively found in a Krylov subspace formed by the Hessian operator.
Table 1: Average perturbations / worst case perturbations are reported of different models on Cifar-10 for best class attack. Lower values are better. The first set of rows show $L_2$ attack and the second shows $L_\infty$ attack.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>$\rho_2$</th>
<th>$\rho_2$</th>
<th>$\rho_2$</th>
<th>$\rho_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexLike</td>
<td>85.78</td>
<td>1.67% / 11.5%</td>
<td>1.47% / 9.70%</td>
<td>1.49% / 9.13%</td>
<td>1.49% / 9.09%</td>
</tr>
<tr>
<td>AlexLike-S</td>
<td>86.53</td>
<td>1.74% / 11.0%</td>
<td>1.57% / 8.59%</td>
<td>1.57% / 9.48%</td>
<td>1.57% / 9.46%</td>
</tr>
<tr>
<td>ResNet</td>
<td>92.10</td>
<td>0.80% / 5.60%</td>
<td>0.62% / 3.12%</td>
<td>0.66% / 3.97%</td>
<td>0.66% / 3.96%</td>
</tr>
<tr>
<td>WResNet</td>
<td>94.77</td>
<td>0.89% / 5.79%</td>
<td>0.66% / 4.51%</td>
<td>0.73% / 4.43%</td>
<td>0.72% / 4.34%</td>
</tr>
</tbody>
</table>

$\rho_p = \frac{\|\Delta x\|_p}{\|x\|_p}$, \hspace{1cm} (4)

where $\Delta x$ is the perturbation needed to fool the testing example. The perturbation is chosen such that the accuracy of the model is reduced to less than 0.1%. We report both the average perturbation as well as the highest perturbation required to fool a testing image.

To clarify this, the highest perturbation is computed after all of testing images (50K in ImageNet and 10K in Cifar-10) and then finding the the highest perturbation magnitude that was needed to fool a correctly classified example. We refer to this case as worst case perturbation. Ideally we would like this worst case perturbation to be bounded and close to the average cases.

Table 2: Average perturbations / worst case perturbations are reported of different models on Cifar-10 for hardest class attack. Lower values are better. The first set of rows show $L_2$ attack and the second shows $L_\infty$ attack.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>$\rho_\infty$</th>
<th>$\rho_\infty$</th>
<th>$\rho_\infty$</th>
<th>$\rho_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexLike</td>
<td>85.78</td>
<td>1.15% / 6.85%</td>
<td>1.40% / 16.44%</td>
<td>1.05% / 5.45%</td>
<td>1.03% / 5.45%</td>
</tr>
<tr>
<td>AlexLike-S</td>
<td>86.53</td>
<td>1.18% / 6.01%</td>
<td>1.45% / 14.88%</td>
<td>1.09% / 4.76%</td>
<td>1.07% / 4.73%</td>
</tr>
<tr>
<td>ResNet</td>
<td>92.10</td>
<td>0.60% / 3.98%</td>
<td>0.85% / 4.35%</td>
<td>0.56% / 3.18%</td>
<td>0.50% / 3.35%</td>
</tr>
<tr>
<td>WResNet</td>
<td>94.77</td>
<td>0.66% / 3.34%</td>
<td>0.85% / 3.30%</td>
<td>0.56% / 2.67%</td>
<td>0.54% / 2.69%</td>
</tr>
</tbody>
</table>

4.1. Setup

We consider multiple different neural networks including variants of (wide) residual networks [9, 30], AlexNet, VGG16 [24], and DenseNet from [10]. We also test with custom smaller/shallower convolutional networks such as a simple CNN [29, C1] (refer as AlexLike with ReLU and AlexLike-S with Swish activation). To test the second order attack method we run experiments with AlexNet-S (by replacing all ReLUs with Swish function activation function [19]), along with a simple MLP (3072 → 1024 → 512 → 10) with Swish activation function.

By definition, an adversarial attack is considered successful if it is able to change the classification of the input image. Here we perform two types of attacks. The first one is where we compute the smallest perturbation needed to change the target label. We refer to this as best class attack. This means we attack the class with:

$$\arg \min_j \frac{z_t - z_j}{\|\nabla_x(z_t - z_j)\|}.$$ Intuitively, this corresponds to perturbing the input to cross the closest decision boundary (Fig. 3). On the other hand, we also consider perturbing the input to the class whose decision boundary is farthest away:

$$\arg \max_j \frac{z_t - z_j}{\|\nabla_x(z_t - z_j)\|}.$$ Furthermore, we report two perturbation metrics of average perturbation, computed as:

$$\rho_p = \frac{1}{N} \sum_{i=1}^{N} \frac{\|\Delta x_i\|_p}{\|x_i\|_p},$$
along with worst perturbation, computed as:
\[
\rho_p = \max\{ \| \Delta x_i \|_p \}_{i=1}^N \cdot \frac{\|x_i\|_p}{\|x\|_p}.
\]
For comparison, we also consider the following attack methods:

- Iterative FGSM from [8, 13], where the following formula is used to compute adversarial perturbation, after which the perturbation is clipped in range \((\min(x), \max(x))\):
\[
x^{j+1} = x^j + \epsilon \text{ sign}(\nabla_x L(x^j, \theta, y)),
\]
- DeepFool (DF) from [16]. We follow the same implementation as [16]. For the hardest class test, the target class is set the same as our TR method.
- CW attack from [5]. We use the open source code from [21].

Finally, we measure the time to fool an input image by averaging the attack time over all the testing examples. The measurements are performed on a Titan Xp GPU with an Intel E5-2640 CPU.

### 4.2. Cifar-10

We first compare different attacks of various neural network models on Cifar-10 dataset, as reported in Table 1. Here, we compute the average and worst case perturbation for best class attack. For \(L_2\) attack, we can see that TR Non-Adap can achieve comparable perturbation as CW, with both TR and CW requiring smaller perturbation than DeepFool. An important advantage of the TR attack is its speed, as compared to CW attack, which is illustrated in Fig. ?? (please see appendix). Here we plot the time spent to fool one input image versus average perturbation for all \(L_2\) attack methods on different models. It can be clearly seen that, with similar perturbations, the time to get the adversarial examples is: TR < CW. Note that DeepFool is also very fast but requires much larger perturbations than TR attack and CW. Also note that the TR Adap method achieves similar results, with slightly slower speed and slightly larger perturbation. This is because the adaptive method has not been tuned any way, whereas for the non adaptive version we manually tuned \(\epsilon\). TR Adap does not require tuning, as it automatically adjust the TR radius. The slight performance degradation is due to the relaxed \(\sigma_1\) and \(\sigma_2\) parameters, which could

---

### Table 3: Average perturbations / worst case perturbations are reported of different models on ImageNet for best class attack. Lower values are better. The first set of rows show \(L_2\) attack and the second shows \(L_\infty\) attack.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>(\rho_2)</th>
<th>(\rho_2)</th>
<th>(\rho_2)</th>
<th>(\rho_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>56.5</td>
<td>0.20% / 4.1%</td>
<td>0.31% / 1.8%</td>
<td>0.17% / 2.5%</td>
<td>0.18% / 3.3%</td>
</tr>
<tr>
<td>VGG16</td>
<td>71.6</td>
<td>0.14% / 4.4%</td>
<td>0.16% / 1.1%</td>
<td>0.12% / 1.2%</td>
<td>0.12% / 3.8%</td>
</tr>
<tr>
<td>ResNet50</td>
<td>76.1</td>
<td>0.17% / 3.0%</td>
<td>0.19% / 1.1%</td>
<td>0.13% / 1.5%</td>
<td>0.14% / 2.3%</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>74.4</td>
<td>0.15% / 2.5%</td>
<td>0.20% / 1.5%</td>
<td>0.12% / 1.3%</td>
<td>0.13% / 1.7%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>(\rho_2)</th>
<th>(\rho_2)</th>
<th>(\rho_2)</th>
<th>(\rho_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepFool</td>
<td>CW</td>
<td>TR Non-Adap</td>
<td>TR Adap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlexNet</td>
<td>56.5</td>
<td>0.14% / 4.3%</td>
<td>0.16% / 4.7%</td>
<td>0.13% / 1.4%</td>
<td>0.13% / 3.6%</td>
</tr>
<tr>
<td>VGG16</td>
<td>71.5</td>
<td>0.11% / 4.0%</td>
<td>0.18% / 5.1%</td>
<td>0.10% / 1.4%</td>
<td>0.10% / 3.4%</td>
</tr>
<tr>
<td>ResNet50</td>
<td>76.1</td>
<td>0.13% / 3.2%</td>
<td>0.18% / 3.7%</td>
<td>0.11% / 1.3%</td>
<td>0.11% / 2.7%</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>74.4</td>
<td>0.11% / 2.3%</td>
<td>0.15% / 4.1%</td>
<td>0.10% / 1.1%</td>
<td>0.10% / 1.8%</td>
</tr>
</tbody>
</table>

---

### Table 4: Average perturbations / worst case perturbations are reported of different models on ImageNet for hardest class attack (on the top 100 prediction classes). Lower values are better. The first set of rows show \(L_2\) attack and the second shows \(L_\infty\) attack.

<table>
<thead>
<tr>
<th>Model</th>
<th>(\rho_\infty)</th>
<th>(\rho_\infty)</th>
<th>(\rho_\infty)</th>
<th>(\rho_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>0.74% /8.7%</td>
<td>0.39% /5.0%</td>
<td>0.39% /5.0%</td>
<td>0.39% /5.0%</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.45% /5.4%</td>
<td>0.27% /3.6%</td>
<td>0.27% /3.8%</td>
<td>0.27% /3.8%</td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.52% /5.8%</td>
<td>0.31% /4.2%</td>
<td>0.31% /4.2%</td>
<td>0.31% /4.2%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>0.48% /5.7%</td>
<td>0.29% /3.8%</td>
<td>0.29% /3.8%</td>
<td>0.29% /3.8%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>(\rho_\infty)</th>
<th>(\rho_\infty)</th>
<th>(\rho_\infty)</th>
<th>(\rho_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>0.53% /9.9%</td>
<td>0.31% /7.5%</td>
<td>0.33% /9.1%</td>
<td>0.33% /9.1%</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.36% /11.6%</td>
<td>0.25% /5.1%</td>
<td>0.26% /6.8%</td>
<td>0.26% /6.8%</td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.43% /6.6%</td>
<td>0.28% /3.7%</td>
<td>0.30% /4.6%</td>
<td>0.30% /4.6%</td>
</tr>
<tr>
<td>DenseNet</td>
<td>0.38% /6.4%</td>
<td>0.24% /4.5%</td>
<td>0.27% /5.7%</td>
<td>0.27% /5.7%</td>
</tr>
</tbody>
</table>
Table 5: Second order and first order comparison on MLP and AlexNet with Swish activation function on Cifar-10. The corresponding baseline accuracy without adversarial perturbation is 62.4% and 76.6%, respectively. As expected, the second order TR attack achieves better results as compared to first-order with fixed iterations. However, the second-order attack is significantly more expensive, due to the overhead of solving QCQP problem.

<table>
<thead>
<tr>
<th>Iter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>TR First</td>
<td>47.63</td>
<td>33.7</td>
<td>22.24</td>
<td>13.76</td>
<td>8.13</td>
<td>4.59</td>
<td>2.41</td>
<td>1.31</td>
<td>0.63</td>
</tr>
<tr>
<td>MLP</td>
<td>TR Second</td>
<td>47.84</td>
<td>33.37</td>
<td>21.49</td>
<td>13.3</td>
<td>7.39</td>
<td>4.16</td>
<td>2.17</td>
<td>1.09</td>
<td>0.49</td>
</tr>
<tr>
<td>AlexNet</td>
<td>TR First</td>
<td>51.51</td>
<td>28.17</td>
<td>12.45</td>
<td>5.53</td>
<td>2.61</td>
<td>1.33</td>
<td>0.82</td>
<td>0.66</td>
<td>0.51</td>
</tr>
<tr>
<td>AlexNet</td>
<td>TR Second</td>
<td>50.96</td>
<td>26.97</td>
<td>10.73</td>
<td>4.11</td>
<td>1.79</td>
<td>0.91</td>
<td>0.67</td>
<td>0.54</td>
<td>0.47</td>
</tr>
</tbody>
</table>

be made more conservative as a trade-off for speed. But we did not tune these parameters beyond the default, to give a realistic performance for the non-tuned version.

Another important test is to measure the perturbation needed to fool the network to the hardest target class. This is important in that flipping a pedestrian to a cyclist may be easier than flipping it to become a car. In Table 2, we report the hardest class attack on Cifar-10. Note that our methods are roughly 1.5 times better than DeepFool in all cases. Particularly, For \(L_2\) attack on WResNet, our worst case is 3.9 times better than DeepFool in terms of perturbation magnitude.

4.3. ImageNet Result

We observe similar trends on ImageNet. We report different attacks on various models on ImageNet in Table 3. Note that TR and CW require significantly smaller perturbation for the worst case as compared to DeepFool. However, TR is significantly faster than CW.

The timing results are shown in Fig. 4. For instance in the case of VGG-16, TR attack is \(37.5 \times\) faster than CW which is significant. An example perturbation with AlexNet is shown in Fig. 1 (for which TR is \(15 \times\) faster). As one can see, CW and TR perturbations are smaller than DeepFool (2× in this case), and more targeted around the object. For \(L_\infty\) methods, our TR Non-Adap and TR Adap are consistently better than FGSM and DeepFool in both average and worst cases. Particularly, for worst cases, TR is roughly two times better than the other methods. An example perturbation of DeepFool and TR Non-Adap with \(L_\infty\) on VGG16 is shown in Fig. 2. It can be clearly seen that, TR perturbation is much smaller than DeepFool (1.9× in this case), and more targeted around the objective.

4.4. Second order method

As mentioned in Section 3, the ReLU activation function does not require Hessian computation. However, for non-linear activation functions including Hessian information is beneficial, although it may be very expensive. To test this hypothesis, we consider two models with Swish activation function. We fix the TR radius (set to be 1 for all cases) of our first and second order methods, and gradually increase the iterations. Table 5 shows the results for MLP and AlexNet models. It can be seen that second order TR out-performs the first order TR method in all iterations. Particularly, for two and three iterations on AlexNet, TRS can drop the model accuracy 1.2% more as compared to the first order TR variant. However, the second order based model is more expensive than the first order model, mainly due to the overhead associated with solving the QCQP problem. There is no closed form solution for this problem because the problem is non-convex and the Hessian can contain negative spectrum. Developing a computationally efficient method for this is an interesting next direction.

5. Conclusions

We have considered various TR based methods for adversarial attacks on neural networks. We presented the formulation for the TR method along with results for our first/second-order attacks. We considered multiple models on Cifar-10 and ImageNet datasets, including variants of residual and densely connected networks. Our method requires significantly smaller perturbation (up to \(3.9 \times\)), as compared to DeepFool. Furthermore, we achieve similar results (in terms of average/worst perturbation magnitude to fool the network), as compared to the CW attack, but with significant speed up of up to \(37.5 \times\). For all the models considered, our attack method can bring down the model accuracy to less than 0.1% with relative small perturbation (in \(L_2/L_\infty\) norms) of the input image. Meanwhile, we also tested the second order TR attack by backpropogating the Hessian information through the neural network, showing that it can find a stronger attack direction, as compared to the first order variant.
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