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1. Proof of Theorem

We resort to the pseudo-labels to bound the combined
error of the ideal hypothesis, C. Then, the following in-
equality holds:

Theorem 1. Let f5 be the pseudo-labeling function. Giv-
en R/ (fs, f’f) and Ry (fr, fj-) as the minimum shared
error and the degree to which the target samples are falsely

labeled on D, respectively. We have

C< min Rs(h, fs)+Ry(h, f+)+2R7 (fs, f+)+Rr (fr, f+)-
(D

Proof. This proof relies on the triangle inequality for clas-
sification error [1, 2], which implies that for any la-
beling functions f1, fo, and f3, we have R(f1,f2) <
R(fh fd) + R(f27 fS) Then

C = vr}rllérql_l Rs(h, fs) + Ry (h, fr1)
< min Rs(h, fs) + Ry (h, fs) + Ry (fs, fr)
< min Rs(h, fs) + Ry (h, f3) + R1:(fs, [3)
+ Ry (fs, f3) + R (fr, f3)
= min Rs(h, fs) + Ry (h, f7)
+2R7/(fs, f+) + Ry (fr, f+)

Therefore, the main inequality (T)) holds. O

2. Experiments

More Training Details. For Office-31 and ImageCLEF-
DA datasets (AlexNet-based): (1) we augment the input im-
ages by scaling all images to 256 x256, randomly cropping
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Table 5: Comparing Different Temperature 7' on A—W.

T 1.5 1.6 1.7 1.8 1.9 2.0

Accuracy (%) 80.9  81.8 82.1 83.0 809 80.7

227x227 patches and executing random flips; (2) we set the
batch size to 100 for each domain; (3) We add a bottleneck
layer fcb with 256 units after the fc7 layer for safer transfer
representation learning; (4) the discriminator consists of 3
fully connected layers: 1024 — 1024 — 1. For digit recog-
nition datasets: (1) all images are cast to 32x32x1 in all
experiments for fair comparison; (2) we set the batch size
to 128 for each domain; (3) the discriminator consists of 3
fully connected layers: 500 — 500 — 1; (4) We use the
Adam optimizer with learning rates set to 0.01 instead of
the learning rate annealing strategy.

Comparing Different Temperature 7. We perform sen-
sitivity analysis of the temperature 7" on transfer task A —
W. We provide the classification accuracy as the changing
of T"in [1.5, 0.1, 2.0] and the results are reported in Table@
The accuracy first increases and then decreases as ' varies
and shows a best result when 7" = 1.8. The results implic-
itly confirm our assumption that a good UDA model needs
a non-saturated source classifier.
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