In this supplementary material we provide additional details and results. Section 1 provides details about the other network architectures evaluated for IoU prediction in section 4.1 of the main paper. Section 2 performs an empirical convergence analysis of the employed optimization procedure and the gradient descent. Detailed results on the LaSOT [4] dataset are provided in section 3. Section 4 provides results on the OTB-100 [12] dataset. The impact of the training data on performance of our tracker is analyzed in section 5. Section 6 provides detailed results on the UAV123 dataset. A video showing qualitative results of our tracker can be found at https://youtu.be/T8x8i1KkYGk.

1. Network Architectures for IoU Prediction

Here we describe the different network architectures for integrating the target appearance, investigated in section 4.1 of the main paper. Figure 1 visualizes the Concatenation architecture. In this architecture, both the reference and test branches have the same network structure. ResNet-18 Block3 and Block4 features that are extracted from the reference and test images are passed through two Conv layers, followed by PrPool and an FC layer. The processed features from both the ResNet blocks and both the images are concatenated and passed through a final FC layer which predicts the IoU. Note that due to the symmetric structure of the network, the weights for the Conv layers before PrPool are shared between the reference branch and the test branch. However, the FC layers do not share the weights.

Figure 2 visualizes the Siamese architecture. Similar to Concatenation, both the reference and test branches have the same network structure. ResNet-18 Block3 and Block4 features that are extracted from the reference and test images are passed through two Conv layers, followed by PrPool and an FC layer. The processed features from both the ResNet blocks are then concatenated. The IoU prediction is obtained as the dot product of the features from the reference and the test branches. The Conv layers before PrPool have shared weights. In the final FC layer however, we found it beneficial not to share the weights between the branches.

2. Convergence Analysis

We empirically compare the convergence speed of the employed optimization method (algorithm 1 in the paper) and Gradient Descent (GD). This is performed by comparing the loss for the online learning problem eq. (3), which is minimized in the first frame w.r.t. the filter weights $w_1$ and $w_2$. For our method, we use the settings described in the paper. In case of Gradient Descent we employ the same
In figure 3 we plot the loss (eq. (3) in the paper) for each method. For a fair comparison, the loss is plotted w.r.t. the number of BackProp calls performed by each method. The loss in figure 3 is computed as an average of five complete runs over the full NFS dataset [5]. Our CG-based optimization algorithm exhibits superior convergence speed compared to Gradient Descent. Moreover, the employed optimization methods does not require tuning of the step length and momentum parameters.

3. Detailed results on LaSOT dataset

In table 4 in the main paper, we provide a state-of-the-art comparison on the large-scale LaSOT dataset in terms of normalized precision and success. Here, we provide the success plot for the same. The success plots are obtained using the overlap precision (OP) score, which is computed as the percentage of frames in the dataset for which the intersection-over-union (IoU) overlap between the tracker prediction and the ground truth bounding box is higher than a certain threshold. The OP scores are plotted for a range of thresholds in $[0, 1]$ to obtain the success plot. The area under this plot gives the AUC (success) score, which is reported in the legend. Figure 4 shows the success plot over the 280 test videos. Our approach ATOM significantly outperforms the previous best approach DaSiamRPN [14] with an absolute gain of 10.0% in AUC score.

4. Results on OTB-100 dataset

Here, we compare our approach with the state-of-the-art trackers on the OTB-100 [12] dataset. The success plot over all the 100 videos are shown in figure 5. Our approach achieves results competitive with the state-of-the-art approaches, with an AUC score of 67.1%. Note that the best results are obtained by the correlation filter based methods, ECO [2] and C-COT [3]. These methods employ brute-force multi-scale search for target estimation. Since OTB-100 has limited changes in aspect ratio (see figure 2 in [7]), the fixed aspect ratio constraint in multi-scale search strategy helps these methods to obtain a better accuracy.
5. Impact of training data

In this section, we investigate the impact of using recent large-scale tracking datasets for offline training of our IoU predictor network. We train our network using only the ImageNet-VID [10] dataset, that has been commonly used to train trackers [1, 11, 13] in recent years. We compare this version, denoted ATOM-VID, with the state-of-the-art approaches on two recent datasets, namely LaSOT [4] and TrackingNet [8]. For comparison, we also include our final version ATOM, trained using the train splits of LaSOT, TrackingNet and COCO [6]. Results are shown in table 1 for LaSOT and table 2 for TrackingNet, respectively. Among previous approaches, DaSiamRPN [14] uses bounding box regression strategy and achieves the best results on both datasets. Note that DaSiamRPN is trained using the large-scale YoutubeBB [9], ImageNet-VID, COCO and ImageNet DET [10] datasets. Our approach ATOM-VID, trained using only ImageNet-VID, significantly outperforms DaSiamRPN with an absolute gain of 8.0% in AUC score on LaSOT, and 6.0% in AUC score on TrackingNet. Using the recent tracking datasets for training further improves the results, providing an absolute gain of 2.0% on LaSOT and 0.5% on TrackingNet. While using a larger training set improves the tracking performance as expected, our approach still achieves state-of-the-art results when using less data compared to recent methods.

6. Additional Results on UAV123

Here, we provide detailed results on the UAV123 dataset [7]. In UAV123, each video is annotated with 12 different attributes: aspect ratio change, background clutter, camera motion, fast motion, full occlusion, illumination variation, low resolution, out-of-view, partial occlusion, scale variation, similar objects, and viewpoint change. Figure 6 shows the success plots for all the attributes. Our approach obtains the best results on all 12 attributes. Thanks to our target estimation module, our approach excels in case of aspect ratio change, scale variation, and viewpoint change. Furthermore, due to our robust online-learned classifier, our tracker also outperforms previous methods in case of similar objects, illumination variation, partial occlusion, and low resolution.
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Figure 6. Attribute analysis on the UAV123 dataset. Our approach ATOM obtains the best performance on all 12 attributes.