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1. Ablation Studies

In this section, we conduct several ablation studies to investigate the effects of various network architectures in DeepMapping using the A VD [2]. For quantitative comparison, we choose absolute trajectory error (ATE) as metrics and include the ATE from baseline multiway registration method [3].

Feature extraction module in the L-Net: we compare the effects of feature extraction module, i.e., CNN-based architecture and PointNet-based architecture [6]. The CNN-based network consists of $C(64)$-C(128)-C(256)-C(1024)-AM(1), where $C(n)$ denotes 2D atrous convolutions that have kernel size 3, dilation rate of 2 and $n$-channel outputs, AM(1) denotes 2D adaptive max-pooling layer. The PointNet-based architecture is FC(64)-FC(128)-FC(256)-FC(1024)-AM(1), where FC($n$) denotes fully-connected layer with $n$-channel output.

The box plot in Figure 1 depicts the quantitative results of the ATE. As shown, CNN-based architecture achieves better performance with a median error of 134.07mm than PointNet-based architecture that has a median error of 207.84mm. This is not supervising because CNN is able to explore local structure information from neighborhood pixels while PointNet is a per-point function performing on each point independently.

Architecture of the M-Net: the proposed DeepMapping uses MLP in the M-Net to predict the occupancy status in the global coordinates. We compare this architecture with ResMLP that integrate the idea of deep residual networks [5]. ResMLP consists of a stack of basic residual blocks where each residual block, denoted as RB($n$), contains two fully-connected layers with the same number of output nodes $n$. The detailed ResMLP architecture can be described as RB(64)-RB(64)-RB(64)-RB(128)-RB(128).

As shown in Figure 2, MLP has a marginal improvement over ResMLP in terms of the ATE and therefore is adopted in the proposed DeepMapping.

*This work was partially done while the authors were with MERL. And Chen Feng is the corresponding author.
2. More Results on 2D Simulated Point Cloud

Figure 6 shows additional qualitative comparisons of registration results on the 2D simulated dataset. As shown, both the direct optimization and the incremental ICP with point-to-point metric fails to register all point clouds. The proposed DeepMapping, however, is more robust and accurate than baseline methods. The last two rows in Figure 6 show two cases where all methods fail to find correct registration.

Table 1 reports the average execution time and the success rate for different methods to register 128 point clouds.

3. More Results on the Active Vision Dataset

Figure 7 shows additional visual comparison tested on the AVD [2]. The black ellipse highlights the region corresponding to misaligned parts from baseline methods. Table 2 lists the average execution time for 3000 epochs and the success rate to register 16 point clouds from the AVD. In this experiment, a registration is considered to be successful if the ATE is less than 450 mm. The hardware configuration is identical to those in Section 2. As shown, the success rate from DeepMapping is higher than the rate from multiway registration [3].

4. Interpretation of Our Method

Given the differences between the problem formulations in (1) and (2) (in the main paper), it is natural to ask why we use the neural network \( f_\theta \) to estimate the sensor poses \( T \) instead of directly optimizing them. In this section, we attempt to provide a simple potential interpretation of the benefit introduced by our formulation.

The basic inspiration comes from an optimization technique known as changing variables [1] that can convert an originally non-convex optimization problem to an equivalent convex one. In their example, a geometric program can
be converted to a linear program by substituting exponential functions as original variables. In our formulation, we combine this idea with neural networks by replacing the optimization variables $T$ with $f_\theta(S)$ and transforming the objective function from (1) to (2) (in the main paper). While we do not expect that the replacement of variables $T$ with neural network parameters $\theta$ yields a convex problem, we observe that this transformation is beneficial to finding the optimal solution to the original problem.

We conduct a simple 1D experiment to illustrate this observation. Consider a problem of finding the optimal value of $x \in \mathbb{R}$ that minimizes $\mathcal{L}(x)$, a non-convex objective function with multiple local minima shown as the black line in Figure 5. Specifically, the objective function is defined as

$$\mathcal{L}(x) = \frac{1}{2}x^2 + 5 \sin (10x) + 20 \sin (x).$$

In this experiment, we compare two optimization methods, i.e., the proposed network-based optimization and the direct optimization. For network-based optimization, we introduce an MLP, $f_\theta$, which consists of FC(10)-FC(20)-FC(30)-FC(40)-FC(1). Each MLP layer is followed by an ELU [4] activation function except for the output layer. The MLP has one node in the input and the output layer to replace the variable $x$ with $f_\theta(z)$, resulting in another problem with optimization variable $z$. To ensure the same starting point, the direct optimization is initialized with $x_0 = f_\theta_0(z_0)$ where $\theta_0$ and $z_0$ are the initial values of network parameters $\theta$ and variable $z$, respectively. We use gradient descent with a learning rate of $2 \times 10^{-4}$ and run 1000 iterations. For the network-based optimization, we jointly update the network parameters $\theta$ and $z$.

The cyan point shows the result using gradient descent optimization that is performed directly on $\mathcal{L}(x)$, which is trapped in a local minimum. The function $\mathcal{L}(f_\theta^*(z))$ with the optimal $\theta^*$ found in the network-based optimization is plotted as the blue dash line in Figure 5. We take $f_\theta^*(z^*)$ to retrieve the optimal point $x^*$ for $\mathcal{L}(x)$. The red plus and red circle in Figure 5 correspond to $z^*$ and $x^*$, respectively. The green star symbols show the values of $x$ during the 1000 gradient-descent iterations.

Notice the distribution of the green star symbols, visualizing the “sampled locations” in the domain, $x$, of the original problem. It is interesting to see that our conversion leads to a wider search range in the original problem domain, while keeping the same number of function evaluations of the original problem $\mathcal{L}(\cdot)$ as in direct gradient descent.
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Figure 6. Additional visual comparisons of multiple point clouds registration from the 2D simulated dataset. The black lines are the trajectories of sensor. The third column shows occupancy maps that are estimated by the M-Net. The black, white, and gray pixels show the occupied, unoccupied, and unexplored locations, respectively. Note that the results of each trajectory can be defined in arbitrary coordinate systems and do not necessarily aligned with ground truth. The last two rows show the failure cases. Best viewed in color.
Figure 7. Additional visual comparisons from the AVD [2]. The black ellipses highlight the misaligned parts in baselines. Each color represents one point cloud. The last two rows show the failure cases. Best viewed in color.