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We first show the results of the proposed translation-
invariant attack method for white-box attacks and black-
box attacks against normally trained models. We adopt
the same settings for attacks. We also generate adversar-
ial examples for Inception v3 (Inc-v3) [5], Inception v4
(Inc-v4), Inception ResNet v2 (IncRes-v2) [4], and ResNet
v2-152 (Res-v2-152) [2], respectively, using FGSM, TI-
FGSM, MI-FGSM, TI-MI-FGSM, DIM, and TI-DIM. For
the translation-invariant based attacks, we use the 7 x 7
Gaussian kernel, since that the normally trained models
have similar discriminative regions. We then use these ad-
versarial examples to attack six normally trained models—
Inc-v3, Inc-v4, IncRes-v2, Res-v2-152, VGG-16 [3], and
Res-v1-152 [1]. The results are shown in Table 6 for FGSM
and TI-FGSM, Table 7 for MI-FGSM and TI-MI-FGSM,
and Table 8 for DIM and TI-DIM. The translation-invariant
based attacks get better results in most cases than the base-
line attacks.

Moreover, the experiments above and in the main paper
are conducted based on the L., norm bound. We further
demonstrate the applicability of the proposed method for
other norm bounds, especially the Lo norm bound. Similar
to the results in Table 2-5, we present the results of FGSM
and TI-FGSM in Table 9, MI-FGSM and TI-MI-FGSM in
Table 10, DIM and TI-DIM in Table 11, and the ensemble
method in Table 12. All those results are based on the Lo
norm bound, and we set the maximum perturbation ¢ = 10-
V/d, where d is the dimension of input images. The results
based on the Lo norm bound also show the effectiveness of
the proposed method.
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Attack Inc-v3 Inc-v4 IncRes-v2 Res-v2-152 VGG-16 Res-v1-152

Ine-v3 FGSM 79.6% 359 30.6 30.2 49.7 36.3
TI-FGSM 75.4% 37.3 32.1 34.1 62.0 44.9

Ine-vd FGSM 43.1 72.6%* 325 343 50.7 37.7
TI-FGSM 45.3 68.1* 33.7 354 63.3 46.2

IncRes-v2 FGSM 44.3 36.1 64.3* 31.9 49.4 38.6
TI-FGSM 49.7 41.5 63.7* 40.1 64.2 46.7

Res-v2-152 FGSM 40.1 34.0 30.3 81.3* 50.5 40.8
TI-FGSM 46.4 39.3 334 78.9% 64.7 50.4

Table 6. The success rates (%) of adversarial attacks against six normally trained models—Inc-v3, Inc-v4, IncRes-v2, Res-v2-152, VGG-
16, and Res-v1-152. The adversarial examples are crafted for Inc-v3, Inc-v4, IncRes-v2, and Res-v2-152, respectively, using FGSM and
TI-FGSM. * indicates the white-box attacks.

Attack \ Inc-v3 Inc-v4 IncRes-v2 Res-v2-152 VGG-16 Res-v1-152
Ine-v3 MI-FGSM 97.8* 47.1 46.4 38.7 50.3 38.1
TI-MI-FGSM 97.9% 52.4 47.9 41.1 63.4 48.1
Inc-va MI-FGSM 67.1 98.8* 54.3 47.0 58.5 432
TI-MI-FGSM 68.6 98.8* 55.3 47.7 69.0 51.3
IncRes-v2 MI-FGSM 74.8 64.8 100.0* 54.5 59.3 50.8
TI-MI-FGSM 76.1 69.5 100.0* 59.6 74.4 61.5
Resv2-152 MI-FGSM 54.2 48.1 44.3 97.5% 52.6 48.7
TI-MI-FGSM 55.6 50.9 45.1 97 .4% 65.6 59.6

Table 7. The success rates (%) of adversarial attacks against six normally trained models—Inc-v3, Inc-v4, IncRes-v2, Res-v2-152, VGG-
16, and Res-v1-152. The adversarial examples are crafted for Inc-v3, Inc-v4, IncRes-v2, and Res-v2-152, respectively, using MI-FGSM
and TI-MI-FGSM. * indicates the white-box attacks.

| Attack | Inc-v3 Inc-v4 IncRes-v2 | Res-v2-152 [ VGG-16 [ Res-vl-152
Ine-v3 DIM 98.3% 73.8 67.8 584 62.5 493
TI-DIM | 98.5% 75.2 69.2 59.0 74.3 59.1
Ineva DIM 81.8 98.2% 74.2 65.1 65.5 514
TI-DIM 80.7 98.7* 73.2 62.7 77.4 59.8
IncRes.v2 | PIM 86.1 835 99.1* 735 67.9 62.7
TI-DIM 86.4 85.5 98.8% 76.3 79.3 72.2
Resva.152 | PIM 77.0 77.8 735 97.4% 67.4 67.8
TI-DIM 77.0 73.9 73.2 97.2% 78.4 77.8

Table 8. The success rates (%) of adversarial attacks against six normally trained models—Inc-v3, Inc-v4, IncRes-v2, Res-v2-152, VGG-
16, and Res-v1-152. The adversarial examples are crafted for Inc-v3, Inc-v4, IncRes-v2, and Res-v2-152, respectively, using DIM and
TI-DIM. * indicates the white-box attacks.

Attack | Inc-v3ens | Inc-v3enss | IncRes-v2eis | HGD [ R&P | JPEG [ TVM [ NIPS-13

Ine-v3 FGSM 13.7 14.5 6.8 6.0 6.1 10.9 22.0 8.2
TI-FGSM 15.2 15.7 10.2 8.2 18.8 11.0 25.7 10.4

Ine-vd FGSM 13.9 15.0 8.2 8.3 7.4 11.5 22.2 8.5
TI-FGSM 13.9 16.2 104 8.0 9.1 11.3 24.3 8.9

FGSM 16.0 17.5 11.3 10.8 10.2 14.4 26.2 11.6

IncRes-v2

TI-FGSM 18.1 18.5 15.5 12.3 13.2 14.7 294 13.6

Res-v2-152 FGSM 12.7 15.1 8.1 7.0 7.1 10.2 20.3 8.2
TI-FGSM 134 15.8 9.7 7.2 7.9 10.7 22.5 9.1

Table 9. The success rates (%) of black-box attacks against eight defenses based on the L2 norm bound. The adversarial examples are
crafted for Inc-v3, Inc-v4, IncRes-v2, and Res-v2-152 respectively using FGSM and TI-FGSM.



Attack

\ Inc-v3eng3 \ Inc-v3enes \ IncRes-v2eps \

HGD | R&P | JPEG | TVM | NIPS13

Ine-v3 MI-FGSM 15.9 16.3 7.0 7.8 7.5 12.8 15.7 8.4
TI-MI-FGSM 22.8 24.6 14.8 14.0 13.0 15.8 22.7 15.1

Inc-vé MI-FGSM 18.1 18.7 8.3 9.3 9.0 14.9 17.5 10.7
TI-MI-FGSM 24.3 25.5 27.9 15.7 15.9 29.0 25.2 16.5

IncRes-v2 MI-FGSM 22.9 21.6 16.6 17.1 15.2 222 20.9 18.0
TI-MI-FGSM 35.0 35.8 30.5 26.3 26.4 29.8 35.6 28.8

Res-v2-152 MI-FGSM 18.6 18.7 10.4 12.4 10.8 14.9 15.9 11.1
TI-MI-FGSM 21.6 23.3 17.3 15.1 15.6 18.7 24.6 17.6

Table 10. The success rates (%) of black-box attacks against eight defenses based on the L2 norm bound. The adversarial examples are
crafted for Inc-v3, Inc-v4, IncRes-v2, and Res-v2-152 respectively using MI-FGSM and TI-MI-FGSM.

Attack | Inc-v3ens3 | Inc-v3enes | IncRes-v2qpg HGD R&P JPEG TVM | NIPS-r3
Ine-v3 DIM 17.9 21.8 9.7 11.8 10.0 15.5 17.0 12.7
TI-DIM 29.6 319 22.0 20.1 20.0 22.0 273 23.9
Ine-vd DIM 21.6 22.2 12.9 15.8 13.3 20.5 19.2 16.6
TI-DIM 31.0 33.1 24.0 22.8 229 24.8 29.2 25.1
IncRes-v2 DIM 34.5 31.0 23.8 27.0 25.8 31.5 25.0 26.9
TI-DIM 43.3 45.2 42.4 39.3 42.7 42.2 43.3 41.2
Res-v2-152 DIM 29.0 30.1 18.7 27.8 19.8 26.7 21.3 23.1
TI-DIM 36.3 37.2 28.9 28.0 30.0 28.4 36.1 32.7

Table 11. The success rates (%) of black-box attacks against eight defenses based on the L2 norm bound. The adversarial examples are
crafted for Inc-v3, Inc-v4, IncRes-v2, and Res-v2-152 respectively using DIM and TI-DIM.

Attack [ Inc-v3en3 | Inc-v3enss | IncRes-v2ens [ HGD | R&P | JPEG | TVM [ NIPS-r3
FGSM 26.6 27.3 16.0 18.1 16.5 21.1 23.7 17.9
TI-FGSM 26.1 26.7 19.2 17.1 19.1 20.0 27.2 19.1
MI-FGSM 443 42.8 272 40.7 28.1 43.6 30.8 34.4
TI-MI-FGSM | 593 59.0 53.0 54.6 50.0 53.3 513 511
DIM 57.0 54.7 37.4 58.9 43.4 60.3 373 50.3
TI-DIM 66.9 66.0 60.4 63.2 62.9 58.4 58.4 62.7

Table 12. The success rates (%) of black-box attacks against eight defenses based on the L2 norm bound. The adversarial examples are
crafted for the ensemble of Inc-v3, Inc-v4, IncRes-v2, and Res-v2-152 using FGSM, TI-FGSM, MI-FGSM, TI-MI-FGSM, DIM, and

TI-DIM.



