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A. Illustration of positive unlabeled learning

Figure 1 illustrates the positive unlabeled learning of im-
age rotational ambiguity. For the task of predicting image
rotation, the original images in dataset are labeled as 0 de-
gree. Here we regard all these raw images in the dataset
as being in default orientation. They are labeled as positive
examples. The remaining data for predicting image rotation
include all rotated copies. For some orientation ambiguous
images, their rotated copies still look like being in the de-
fault orientation after being rotated. We regard these rotated
copies as unlabeled examples. If we label unlabeled images
all as negative examples, orientation ambiguous images will
have noisy labels. We propose to weight each rotated image
and reduce the relative loss of rotation ambiguous images
in the unlabeled set.

B. ImageNet classification with a non-linear
classifier

Following Noroozi & Favaro [7] and Gidaris et al. [5],
we perform 1000-way ImageNet classification using self-
supervised pre-trained network with weights from conv1
up to certain layers being fixed. The rest of the network
is retrained from scratch. In comparison to the previous
experiment of linear classification on activations, this ex-
periment is equal to training a non-linear classifier on top
of fixed features (For conv5, it is a three-layer MLP, and
for conv4 is one convolutional layer plus an MLP). We
train the non-linear classifier with batch normalization after
convolutional and fully-connnected layers and use the open
source protocol provided by Gidaris et al. [5]. We report
top-1 classification accuracy on ILSVRC 2012 validation
set using single crop.

In Table 1 we report the results of our approach and
we compare it with other self-supervised learning meth-
ods. Our approach achieves significant improvement on
both conv4 and conv5 layers (6.2 and 8.2 percentage
points, respectively.)

Method\Layer conv4 conv5

ImageNet-labels [6, 1] 59.7 59.7

Random [7]∗ 27.1 12.0

Doersch et al. (Context) [3]∗ 45.6 30.4
Noroozi & Favaro (Jigsaw) [7]∗ 45.3 34.6
Zhang et al. (Colorization) [10] 40.7 35.2
Donahue et al. (BiGANs) [4] 41.9 32.2
Bojanowski & Joulin (NAT) [1] – 36.0
Noroozi et al. (Counting) [8]∗ 43.3 32.9
Gidaris et al. (RotNet) [5] 50.0 43.8
Noroozi et al. (CC+) [9]∗ 47.6 41.1
Noroozi et al. (CC+vgg-) [9]∗ 49.5 43.9
Caron et al. (DeepCluster) [2] – 44.0

Ours 56.2 52.2

Table 1: Top-1 classification accuracies on ImageNet validation
set using different pre-trained networks fixed until certain layers.
∗ indicates results reported using ten-crop average.

C. Per class performance of object detection

Table 2 summarizes the per class detection performance
on PASCAL VOC 2007 measured in average precision met-
ric (mAP) as usual. The results of the ImageNet-labels entry
come from Doersch et al. [3]. We observe that our approach
substantially improves over the RotNet method and narrows
the gap between self-supervised learned features and super-
vised learned features.
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Figure 1: Positive unlabeled learning formulation of predicting image rotations.
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