
Recurrent Back-Projection Network for Video Super-Resolution
—Supplementary Materials—

Muhammad Haris1, Greg Shakhnarovich2, and Norimichi Ukita1
1Toyota Technological Institute, Japan 2Toyota Technological Institute at Chicago, United States

{mharis, ukita}@toyota-ti.ac.jp, greg@ttic.edu

1. Additional Experimental Results
1.1. Multiple scale factors

To enrich the evaluation of RBPN, we provide the results
for multiple scaling factors (i.e., 2× and 8×) on Vimeo-
90k [10], SPMCS-32 [9], and Vid4 [6] as shown in Ta-
ble 1. Due to the limitation on other methods, the scores
for other methods were copied from the respective publica-
tions. RBPN is superior to existing methods on all test sets
except the SSIM score on Vid4 in scaling factor 2×. How-
ever, note that the difference between the best score (i.e.,
VSR-DUF) and our score is only 0.001.

1.2. Network size

We observe the performance of RBPN on different net-
work sizes. The “original” RBPN use the same setup as
in the main paper. We use DBPN [2] for Netsisr, and
Resnet [3] for Netmisr, Netres, and NetD. For Netsisr,
we construct three stages using 8× 8 kernel with stride = 4
and pad by 2 pixels. For Netmisr, Netres, and NetD, we
construct five blocks where each block consists of two con-
volutional layers with 3 × 3 kernel with stride = 1 and pad
by 1 pixel. The up-sampling layer in Netmisr and down-
sampling layer in NetD use 8 × 8 kernel with stride = 4
and pad by 2 pixels. It also uses cl = 256, cm = 256, and
ch = 64.

RBPN-S uses Netmisr, Netres, and NetD with three
blocks, while RBPN-L uses deeper Netsisr with six stages.
The other setup remain the same. Table 2 shows that
RBPN/6 achieves the best performance. The performance
of RBPN/6 is reported in detail in the main paper.

1.3. Residual Learning

We also investigate the use of residual learning on
RBPN. First, the target frame is interpolated using Bicu-
bic, then RBPN only produces the residual image. Fi-
nally, the interpolated and residual images are combined
to produce an SR image. Unfortunately, the current hyper-
parameters show that residual learning is not effective to
improve RBPN as shown in Table 3.

1.4. Complexity Analysis

We report computational time, no. of parameter, and no.
of FLOPS of our proposal (and competition) in Table 4.

1.5. Additional Qualitative Results

Here, we show additional results on several test sets and
scaling factors. Figures 1, 2, and 3 show qualitative results
for the 4× scaling factor on Vid4 [6], SPMCS-32 [9], and
Vimeo-90k [10], respectively. RBPN/6-PF obtains recon-
struction that appears most similar to the GT, more pleasing
and sharper than reconstructions with other methods. We
have highlighted regions in which this is particularly no-
table.

We also provide the results on a larger scaling factor (i.e.,
8×) in Fig. 4. However, no results were provided by other
methods on 8×, so we only compare ours with DBPN and
Bicubic. It shows that RBPN/6 successfully generates the
best results.
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Vimeo-90k [10] SPMCS-32 [9] Vid4 [6]
Scale Algorithm Slow Medium Fast

Bicubic 34.47/0.939 36.96/0.956 40.18/0.969 32.39/0.919 28.43/0.866
DBPN [2] 39.69/0.973 42.33/0.979 45.12/0.984 37.58/0.966 32.30/0.934

2× VSR [5]* - - - - 31.30/0.929
DRDVSR [9]* - - - 36.62/0.960 -
VSR-DUF [4]* - - - - 33.73/0.955
RBPN/6 40.68/0.978 43.65/0.985 45.63/0.987 39.26/0.977 33.73/0.954
Bicubic 25.81/0.715 27.23/0.766 29.33/0.816 24.23/0.607 21.36/0.465

8× DBPN [2] 28.40/0.795 30.28/0.837 32.74/0.872 25.70/0.682 22.39/0.547
RBPN/6 28.94/0.809 31.35/0.858 33.91/0.890 26.31/0.708 23.04/0.588

Table 1. Additional quantitative evaluation (PSNR/SSIM) of state-of-the-art SR algorithms. (*the values have been copied from the
respective publications.)

“City” (a) Bicubic (b) DBPN [2] (c) VSR [5] (d) VESPCN [1] (e) B123 + T [7]

(f) DRDVSR [9] (g) FRVSR [8] (h) VSR-DUF [4] (i) RBPN/6-PF (j) GT

“Calendar” (a) Bicubic (b) DBPN [2] (c) VSR [5] (d) VESPCN [1] (e) B123 + T [7]

(f) DRDVSR [9] (g) FRVSR [8] (h) VSR-DUF [4] (i) RBPN/6-PF (j) GT
Figure 1. Visual results on Vid4 for 4× scaling factor.

(a) DBPN [2] (b) DRDVSR [9] (c) VSR-DUF [4] (d) RBPN/6-PF (e) GT
Figure 2. Visual results on SPMCS for 4× scaling factor.



(a) Bicubic (b) TOFlow [10] (c) VSR-DUF [4] (d) RBPN/3-P (e) RBPN/6-PF (f) GT
Figure 3. Visual results on Vimeo-90k for 4× scaling factor.

RBPN/6-S RBPN/6 RBPN/6-L
PSNR/SSIM 31.39/0.878 31.64/0.883 31.58/0.882
# of Parameter 8,538k 12,771k 17,619k

Table 2. Network size analysis on SPMCS-32 (PSNR/SSIM).

RBPN/6
w/ w/o

PSNR/SSIM 31.57/0.882 31.64/0.883

Table 3. Residual analysis on SPMCS-32 (PSNR/SSIM).

RBPN/4-PF RBPN/6-PF VSR-DUF [4] DRDVSR [9]
Time (s) 0.058 0.141 0.128 0.108
# of param (M) 12.7 12.7 6.8* 0.7*
# of FLOPS (G) 1650 2475 - -
PSNR (dB) 29.75 30.10 29.42 28.82

Table 4. Computational complexity on 4× SR with input size
120× 160. *Counted manually from model definitions described
in the papers.
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(a) LR (b) Bicubic (c) DBPN [2] (d) RBPN/6 (e) GT
Figure 4. Visual results on SPMCS for 8× scaling factor.


