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This document contains some additional experiments to the paper “Blind Visual Motif Removal from a Single Image”.
In Section [T we show some additional visual examples of the removal of visual motifs with a comparison to other methods.
Section [2] presents some additional inpainting experiments. In particular, we present our results on blind inpainting results
demonstrated in other papers. Finally, Section [3|exhibits some additional ablation study experiments.

1. Transparent visual motifs removal results

Additional comparisons to [1}[2, 13} 4] for removal of a semi-transparent visual motif are shown in Figures E]—E}

In Figures 5] - [I2] we show additional semi-transparent visual motif removal results on different types of motifs. To
illustrate that the network can generalize to objects it hasn’t seen during training, we show in Figures [I3] and [T4] examples
of motifs removed at test time and the 5 nearest Euclidean neighbours from the training set. In Figures |15|—[19] we show
examples of watermark removal from various protected stock images using a single network, trained on our synthetic dataset.

2. Inpainting

In addition to the comparison presented in the paper, we used our pre-trained network on sample images from the previous
methods’ papers. In Figure 20| we compare against the sample image from Shepard CNN [3]. In Figure 21 we compare to
EPLL [6] and FoE [7] using their sample image.

3. Ablation study

Figure[22]shows a qualitative comparison between the different architectures in the ablation study. The network configura-
tions we compared includes an auto-encoder U-Net model, baseline two-branch model, three-branch model with a separated
branch for the motif (Baseline + Vm) and the chosen model (Baseline + shared Vm) with three branches as well as shared
weight between the image and the motif decoders.
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Figure 1: Visual comparisons to [, 2,3} 4] for removing a single transparent visual motif from multi image collection. Group
A: We use a random translation and random constant opacity a € (0.4, 0.6) for blending the motif in each image.
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Figure 2: Visual comparisons to [[1} 3, 4] for removing a single transparent visual motif from multi image collection. Group
B: We add a random 1 pixel perturbations and varying opacity for the visual motif in each image.
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Figure 3: Visual comparisons to [3} 4] for removing a single transparent visual motif from a multi image collection. Group
C: We add scale and rotation variations for the visual motif in each image.
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Figure 4: Visual comparisons to [3} 4] for removing a single transparent visual motif from a multi image collection. Group
C: We add scale and rotation variations for the visual motif in each image.
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Figure 5: Examples of semi-transparent visual motif removal results. The test images contains unseen images and unseen
characters as the visual motif.
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Figure 6: Examples of semi-transparent visual motif removal results. The test images contains unseen images and unseen
characters as the visual motif.
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Figure 7: Examples of semi-transparent visual motif removal results. The test images contains unseen images and unseen
characters as the visual motif.
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Figure 8: Examples of semi-transparent visual motif removal results. The test images contains unseen images and unseen
characters as the visual motif.
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Figure 9: Examples of semi-transparent visual motif removal results. The test images contains unseen images and unseen
emojis as the visual motif.
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Figure 10: Examples of semi-transparent visual motif removal results. The test images contains unseen images and unseen
emojis as the visual motif.
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Figure 11: Examples of semi-transparent visual motif removal results on geometric shapes as the visual motif.
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Figure 12: Examples of semi-transparent visual motif removal results on geometric shapes as the visual motif.
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Figure 15: Watermark removal examples on stock imagery downloaded from AdobeStock, 123RF, ShutterStock and iStock.
Our results are shown beneath each image.



Figure 16: Watermark removal examples on stock imagery downloaded from AdobeStock, 123RF, ShutterStock and iStock.
Our results are shown beneath each image.
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Figure 17: Watermark removal examples on stock imagery downloaded from AdobeStock, 123RF, ShutterStock and iStock.
Our results are shown beneath each image.




Figure 18: Watermark removal examples on stock imagery downloaded from AdobeStock, 123RF, ShutterStock and iStock.
Our results are shown beneath each image.



Figure 19: Watermark removal examples on stock imagery downloaded from AdobeStock, 123RF, ShutterStock and iStock.
Our results are shown beneath each image.
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Figure 20: Visual comparison on Shepard-CNN sample photo [3]].
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Figure 21: Comparison with EPLL [6] and FoE [[7]] on their sample image.
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Figure 22: Ablation study: A qualitative evaluation of the different architectures. As the images show, using a network that
identifies the pixels with the visual motif compared to using only a reconstruction loss improves the results greatly. Adding a
third decoder to reconstruct the visual motif and sharing the weights between the two reconstructing decoders leads to even
better results.



