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(a) ImageNet-Subset (1 phase) (b) ImageNet-Subset (2 phases)

(c) ImageNet-Full (1 phase) (d) ImageNet-Full (2 phases)

Figure 1. More evaluation on ImageNet. Reported on ImageNet-
Subset (100 classes) and ImageNet-Full (1000 classes).

1. Appendix

1.1. More evaluation on ImageNet

Figure 1 shows the performance comparison on Ima-
geNet in one phase and two phases. The results indicate that
our approach also performs better (Ours-CNN vs. iCaRL-
NME) under these settings.

1.2. The effect of each component on ImageNet

Figure 2 illustrates the effect of each component on Im-
ageNet. It is worth noting that, CBF makes a little contri-
bution on ImageNet-Subset as it does on CIFAR100. How-
ever, it leads to a considerable improvement on ImageNet-
Full, where the performance of our method without CBF is
already significantly better than those by iCaRL. One pos-
sible reason is that, the new data coming at each phase on

(a) ImageNet-Subset (5 phases) (b) ImageNet-Full (5 phases)

Figure 2. The effect of each component on ImageNet. Reported on
ImageNet-Subset (100 classes) and ImageNet-Full (1000 classes)

ImageNet-Full is ten times of that on ImageNet-Subset, re-
sulting in the more severe imbalance between old and new
classes on ImageNet-Full.

1.3. More experimental comparison

Figure 3(a) provides the results compared to more base-
lines. Specifically, Castro et al. [2] build on iCaRL and add
a class balance finetune (denoted as iCaRL-CBF) on the re-
served samples for all classes. Its performance without the
sophisticated data augmentation is inferior to iCaRL-NME
which agrees with the ablation study in [2]. Javed et al. [4]
apply threshold moving [1] (denoted as iCaRL-TM) to the
CNN prediction of iCaRL, while the performance is still
a little inferior to iCaRL-NME. The more recent work A-
GEM [3] is an improved version of GEM [5], both of which
are proposed for the multi-task setting. We follow the idea
of projected gradient and re-implement A-GEM under the
multi-class setting. From the results in Figure 3(a), we can
observe that, the proposed method outperforms those base-
lines as well as iCaRL-NME by a large margin.

Besides, Figure 3(b) shows the accuracy curves on the
first batch of classes by different methods under the incre-
mental setting of 5 phases on CIFAR100. The accuracy
curve by Ours-CNN goes down more slowly, indicating that
the previous knowledge is more effectively preserved in the
proposed method.



(a) CIFAR100 (5 phases) (b) CIFAR100 (5 phases)

Figure 3. (a) The comparison with more baselines. (b) The accu-
racy curves on the first batch of classes.

(a) CIFAR100 (7 phases) (b) CIFAR100 (14 phases)

Figure 4. The results with different number of initial classes (30
classes on CIFAR100). The remaining 70 classes come in 7 and
14 phases (i.e. 10 and 5 classes at a time).

1.4. The results with different number of initial
classes

In the paper our experiments start from a model trained
on half of the classes on each dataset, and the settings are
consistent with those in real-world applications where in-
cremental learning usually starts from a model trained on
a pre-collected dataset [6]. Here we provide some results
with different number of initial classes, e.g. 30 classes on
CIFAR100, where our method also performs better than the
baselines as shown in Figure 4. It’s worth mentioning that,
the distillation loss LG

dis is computed on the features, which
prefers a more representative feature extractor in the origi-
nal model.

1.5. The results with fixed memory

Figure 5 illustrates the performance comparison with
fixed memory, i.e. a memory with fixed capacity
(e.g. Rtotal = 2000 for CIFAR100) is utilized to reserve the
samples for old classes. It can be seen that, both iCaRL and
our approach perform better with this strategy to reserve old
samples (compared to Rper = 20 for CIFAR100), while our
approach is also superior to iCaRL under different settings.
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