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Figure 11. Qualitative examples of using the occlusion upsampling layer: (a) overlapped input images, (b) occlusion ground truth, (c)

without using the occlusion upsampling layer, and (d) with using the occlusion upsampling layer. The occlusion upsampling layer makes

occlusion estimates much sharper along motion boundaries and detects additional thinly-shaped occlusions.
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Figure 12. More qualitative examples from the ablation study on PWC-Net: (a) overlapped input images, (b) the original PWC-Net

[52], (c) PWC-Net with Bi, (d) PWC-Net with Occ, (e) PWC-Net with Bi-Occ, (f) optical flow ground truth, (g) PWC-Net with IRR, (h)

PWC-Net with Occ-IRR, (i) PWC-Net with Bi-Occ-IRR, and (j) our full model (i.e. IRR-PWC). Our full model significantly improves flow

estimation over the original PWC-Net with fewer missing details and clearer motion boundaries. Note that there are gradual improvements

when combining several of the proposed components.
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Figure 13. Qualitative comparison of occlusion estimation with the state of the art: (a) overlapped input images, (b) occlusion ground

truth, (c) MirrorFlow [25], (d) FlowNet-CSSR-ft-sd [27], and (e) ours. In the result image of each method, blue pixels denote false

positives, red pixels denote false negatives, and white ones denote true positives (i.e. correctly estimated occlusion). We include the F-

score of each method in the top-right corner. Our model yields a better F-score on the second and the third scene than FlowNet-CSSR-ft-sd

[27].
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Figure 14. Qualitative comparison of the bi-drectional optical flows and occlusion maps in both views with MirrorFlow [25]: All

results are overlayed on the corresponding image, either the first frame or the second frame. (a) Ground truth optical flow, (b) our forward

flow, (c) our backward flow, (d) our occlusion map for the first frame, (e) our occlusion map for the second frame, (f) ground truth occlusion

map, (g) forward flow of MirrorFlow, (h) backward flow of MirrorFlow, (i) occlusion map of MirrorFlow for the first frame, (j) occlusion

map of MirrorFlow for the second frame. Note that KITTI has only sparse ground truth for optical flow and does not provide ground truth

for occlusion.


