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1. Theorem Proof
Theorem 1 The actional-structural graph convolution is a
valid linear operation; that is, when Y1 = ASGC (X1)
and Y2 = ASGC (X2). Then, aY1 + bY2 =
ASGC (aX1 + bX2), ∀a, b.

Proof The operations in actional graph convolution (AGC)
are all linear, as well as the structural graph convolution
(SGC). The AGC satisfies
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Similarly, SGC satisfies
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= aSGC(X1) + bSGC(X2).

With both AGC and SGC operations, the actional-structural
convolution (ASGC) is formulated as

Y1 = ASGC (X1)

= (1− λ)SGC (X1) + λAGC(X1) ,

which is a linear summation of AGC and SGC. Therefore,

we have

ASGC (aX1 + bX2)

= (1− λ)SGC (aX1 + bX2) + λAGC(aX1 + bX2) ,

= (1− λ)(aSGC (X1) + bSGC (X2))

+λ(aAGC(X1) + bAGC(X2)),

= a((1− λ)SGC(X1) + λAGC(X1))

+b((1− λ)SGC(X2) + λAGC(X2))

= aASGC(X1) + bASGC(X2)

= aY1 + bY2.

The ASGC is a linear operation for the input data. �

2. Model Architectures
In this section, we show the detailed architectures of the

proposed AS-GCN model.

2.1. A-links Inference Module (AIM)

2.1.1 Encoder

Given the 3D joint positions of n joints across T frames,
X ∈ Rn×3×T , we first downsample the videos to obtain 50
frames from the valid frames at regular intervals. If T < 50,
we pad the sequences to be 50 frames with 0. For any joint
vi on the body, where i ∈ {1, 2, . . . , n}, we represent the
joint feature across 50 frames as xi ∈ R150. We set that
there are four types of A-links for actional dependencies
capturing. As for link feature aggregation, we use average
operation for all links surrounding one joint. The operations
in the encoder in AIM are presented in Table 1. The activa-
tion functions of MLPs in the encoder are exponential linear
unit (elu) functions, and ’bn’ denotes the batch normaliza-
tion to the features. ⊕ is the concatenation operation.
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Table 1: The architecture of the encoder in AIM

2.1.2 Decoder

We present the detailed configuration of the decoder of
AIM. Given the position of joint vi at time t, xt

i, the decoder
aims to predict the future joint position xt+1

i conditioned on
the sourrounding A-links, Ai,j,:. The architectures are pre-
sented in Table 2. GRU(·) denotes a GRU unit, whose hid-
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Table 2: The architecture of the decoder in AIM

den feature dimension is 64. It predicts the future position
of all joints conditioned on A-links and previous frames.

2.2. Backbone

The backbone network of the AS-GCN extracts the
rich spatial and temporal feature of actions with the pro-
posed ASGC and temporal CNN (T-CN). For example, we
build AS-GCN on NTU-RGB+D dataset and Cross-Subject
benchmark [1]. There are 25 joints, 3D spatial positions
and 300 padded frames for each action. The architec-
ture of the backbone is presented in Table 3. There are
nine ASGC blocks consisting of the backbone of AS-GCN
model. The input/output feature maps are 3D tensors, where
the three axes represent the joint number, feature dimension
and frame number, respectively. The shapes of operations
have the consistent dimensions with input and output fea-
ture maps, where the first axis is the filter number or out-
put feature dimension, and the other three correspond to
the input shape. A and B are the types of A-links and S-
links. For action recognition, we obtain the last feature map
whose shape is [25,256,75] and apply a global average pool-
ing operation on the time and joint axis, i.e. the 1st and 3rd

In-Shape Operation Shape Out-Shape

[25,3,300]
ASGC:[64,1,64,1]×(nA+nS)

[25,64,300]
T-CN:[64,1,64,7], stride=1

[25,64,300]
ASGC:[64,1,64,1]×(nA+nS)

[25,64,300]
T-CN:[64,1,64,7], stride=1

[25,64,300]
ASGC:[64,1,64,1]×(nA+nS)

[25,64,300]
T-CN:[64,1,64,7], stride=1

[25,64,300]
ASGC:[64,1,64,1]×(nA+nS)

[25,128,150]
T-CN:[128,1,64,7], stride=2

[25,128,150]
ASGC:[128,1,128,1]×(nA+nS)

[25,128,150]
T-CN:[128,1,128,7], stride=1

[25,128,150]
ASGC:[128,1,128,1]×(nA+nS)

[25,128,150]
T-CN:[128,1,128,7], stride=1

[25,128,150]
ASGC:[128,1,128,1]×(nA+nS)

[25,256,75]
T-CN:[256,1,128,7], stride=2

[25,256,75]
ASGC:[256,1,256,1]×(nA+nS)

[25,256,75]
T-CN:[256,1,256,7], stride=1

[25,256,75]
ASGC:[256,1,256,1]×(nA+nS)

[25,256,75]
T-CN:[256,1,256,7], stride=1

Table 3: The architecture of the backbone network of AS-
GCN

axis. Thus we obtain a semantic feature vector of the action,
whose dimension is 256.

2.3. Future Action Prediction Head

The architecture of the future action prediction head of
AS-GCN model are presented in Table 4. We input the out-

In-Shape Operation Shape Out-Shape

[25,256,75]
ASGC:[128,1,256,1]×(nA+nS)

[25,128,39]
T-CN:[128,1,128,7], stride=2

[25,128,39]
ASGC:[128,1,128,1]×(nA+nS)

[25,128,19]
T-CN:[128,1,128,7], stride=2

[25,128,19]
ASGC:[128,1,128,1]×(nA+nS)

[25,128,10]
T-CN:[128,1,128,7], stride=2

[25,128,10]
ASGC:[128,1,128,1]×(nA+nS)

[25,128,5]
T-CN:[128,1,128,3], stride=2

[25,128,5]
ASGC:[128,1,128,1]×(nA+nS)

[25,128,1]
T-CN:[128,1,128,5], stride=1

[25,131,1]
ASGC:[64,1,131,1]×(nA+nS)

[25,64,1]
T-CN:[64,1,64,1], stride=1

[25,67,1]
ASGC:[32,1,67,1]×(nA+nS)

[25,32,1]
T-CN:[32,1,32,1], stride=1

[25,35,1]
ASGC:[30,1,35,1]×(nA+nS)

[25,30,1]
T-CN:[30,1,30,1], stride=1

[25,33,1] FC:[30,1,33,1] [25,30,1]

Table 4: The architecture of the prediction head of AS-GCN
model

put feature map from the backbone network in to the pre-
diction head. The input tensor are calculated by nine ASGC
blocks. The first five blocks reduce the frame number to
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aggregate higher-level action features. The last four blocks
work on action regeneration. For the last four blocks, we
concatenate the last input frame to each feature map. Fi-
nally, with a residual connection, we obtain a tensor with
shape [30,1,25] from a fully connected layer, which con-
tains the joint position of the predicted 10 frames.

3. More Future Action Prediction Results
More future action prediction results of different actions

are illustrated in Figure 1, which contains the action of
’wipe face’, ’throw’ and ’nausea or vomiting condition’. As
we see, the actions are predicted with very low error.
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(a) One action of ’wipe face’. The 117th to 126th frames are predicted from the 116th frame.
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(b) One action of ’throw’. The 69th to 78th frames are predicted from the 68th frame.
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(c) One action of ’nausea or vomiting condition’. The 91th to 100th frames are predicted from the 90th frame.

Figure 1: Some predicted actions, including ’wipe face’, ’throw’ and ’nausea or vomiting codition’ in NTU-RGB+D dataset.
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