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We provide additional details about the back propagation
of TCAE in Section 1, and additional visualization results
in Section 2.

1. The back propagation of the operation T
Let (δx, δy) denote the learned offsets in the displace-

ment T , L denotes the combination of losses in Eq. (1) ∼
(6) in the main paper. In the back-propagation, the gradient
of the loss function L w.r.t. δx is computed as
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where I(x, y) is the pixel at location (x, y) in the target
image I. Its corresponding pixel in the source image S is
near location (x̂, ŷ) = (x− δx, y − δy).

Considering the bilinear interpolation, the I(x, y) in for-
ward is computed as
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I(m,n)(1− |x̂−m|)(1− |ŷ − n|).

Therefore, in backward, ∂I(x,y)
∂x̂ can be computed as
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where sgn(x̂,m) is 1 if x̂ ≤ m, otherwise −1. The gradi-
ent of the loss function L w.r.t. δy (i.e., ∂L

∂δy ) is calculated
similarly.

2. Additional visualization results
We have showed the pose and AU transforms for another

16 subjects in Fig. 1.
The generated AU-changed or the pose-changed face im-

ages in Fig. 1 are reasonable and quite realistic. The AU-
changed face images preserve the poses in the source while
have similar facial actions to the targets. The pose-changed
face images preserve the same facial actions in the source
but have similar head poses to the targets.

Compared with the pose displacements that display ho-
mogeneous directions, the offsets in AU displacements are
sparse and show diverse orientations, which denote the lo-
cal movements of facial muscles. The offsets in the AU dis-
placements show various directions around eyebrows (e.g.,
Fig. 1 (e, g, j, k)), eyes (e.g., Fig. 1 (e, g, h, k, n, p)), mouth
(e.g., Fig. 1 (a, c, d-o)), facial cheeks (e.g., Fig. 1 (a-e, g,
j-p)).

Additionally, TCAE is capable of generating dense pose
displacements when there is a big difference in the head
pose of the source and target face images ( e.g., Fig. 1 (c, d,
g, i, k, n, p)). This is because the pixels in the source face
should be moved further to compensate the gap caused by
head pose.
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Figure 1. Visualizations of the pose and AU transforms for 16 subjects. The source is transformed to the AU-changed and pose-changed
face images through the AU displacements and pose displacements respectively. AU-changed face image should has the same AUs as the
target and the same pose as the source. Pose-changed face image should has the same pose as the target and the same AUs as the source.
Better viewed in color and zoom in.


